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library(tidyverse)  
library(ISLR)  
library(glmnet)  
library(caret)  
library(corrplot)  
library(plotmo)  
library(FNN) # knn.reg()  
library(doBy) # which.minn()  
library(pls)

train\_df = read\_csv("./housing\_training.csv") %>%   
 data.frame() %>%   
 na.omit()  
train\_matrix <- model.matrix(Sale\_Price~ ., train\_df)[ ,-1]   
  
test\_df = read\_csv("./housing\_test.csv")  
 data.frame() %>%   
 na.omit()

## data frame with 0 columns and 0 rows

test\_matrix <- model.matrix(Sale\_Price~ ., test\_df)[ ,-1]   
   
# matrix of predictors (glmnet uses input matrix)  
x <- train\_matrix  
# vector of response  
y <- train\_df$Sale\_Price  
  
ctrl1 <- trainControl(method = "cv", selectionFunction = "oneSE")  
ctrl2 <- trainControl(method = "repeatedcv", number = 10, repeats = 5)

## a) Fit a linear model using least squares on the training data. Is there any potential disadvantage of this model?

lm.fit <- lm(Sale\_Price ~ ., data = train\_df)  
summary(lm.fit)

##   
## Call:  
## lm(formula = Sale\_Price ~ ., data = train\_df)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -89864 -12424 416 12143 140205   
##   
## Coefficients: (1 not defined because of singularities)  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -4.985e+06 3.035e+06 -1.642 0.10076   
## Gr\_Liv\_Area 2.458e+01 1.393e+01 1.765 0.07778 .   
## First\_Flr\_SF 4.252e+01 1.409e+01 3.017 0.00260 \*\*   
## Second\_Flr\_SF 4.177e+01 1.379e+01 3.029 0.00250 \*\*   
## Total\_Bsmt\_SF 3.519e+01 2.744e+00 12.827 < 2e-16 \*\*\*  
## Low\_Qual\_Fin\_SF NA NA NA NA   
## Wood\_Deck\_SF 1.202e+01 4.861e+00 2.474 0.01350 \*   
## Open\_Porch\_SF 1.618e+01 1.004e+01 1.611 0.10736   
## Bsmt\_Unf\_SF -2.087e+01 1.723e+00 -12.116 < 2e-16 \*\*\*  
## Mas\_Vnr\_Area 1.046e+01 4.229e+00 2.473 0.01353 \*   
## Garage\_Cars 4.229e+03 1.893e+03 2.234 0.02563 \*   
## Garage\_Area 7.769e+00 6.497e+00 1.196 0.23195   
## Year\_Built 3.251e+02 3.130e+01 10.388 < 2e-16 \*\*\*  
## TotRms\_AbvGrd -3.838e+03 6.922e+02 -5.545 3.51e-08 \*\*\*  
## Full\_Bath -4.341e+03 1.655e+03 -2.622 0.00883 \*\*   
## Overall\_QualAverage -5.013e+03 1.735e+03 -2.890 0.00391 \*\*   
## Overall\_QualBelow\_Average -1.280e+04 2.677e+03 -4.782 1.92e-06 \*\*\*  
## Overall\_QualExcellent 7.261e+04 5.381e+03 13.494 < 2e-16 \*\*\*  
## Overall\_QualFair -1.115e+04 5.240e+03 -2.127 0.03356 \*   
## Overall\_QualGood 1.226e+04 1.950e+03 6.287 4.30e-10 \*\*\*  
## Overall\_QualVery\_Excellent 1.304e+05 8.803e+03 14.810 < 2e-16 \*\*\*  
## Overall\_QualVery\_Good 3.798e+04 2.741e+03 13.852 < 2e-16 \*\*\*  
## Kitchen\_QualFair -2.663e+04 6.325e+03 -4.210 2.71e-05 \*\*\*  
## Kitchen\_QualGood -1.879e+04 4.100e+03 -4.582 5.01e-06 \*\*\*  
## Kitchen\_QualTypical -2.677e+04 4.281e+03 -6.252 5.37e-10 \*\*\*  
## Fireplaces 1.138e+04 2.257e+03 5.043 5.18e-07 \*\*\*  
## Fireplace\_QuFair -7.207e+03 6.823e+03 -1.056 0.29106   
## Fireplace\_QuGood 6.070e+02 5.833e+03 0.104 0.91713   
## Fireplace\_QuNo\_Fireplace 3.394e+03 6.298e+03 0.539 0.59002   
## Fireplace\_QuPoor -5.185e+03 7.399e+03 -0.701 0.48362   
## Fireplace\_QuTypical -6.398e+03 5.897e+03 -1.085 0.27814   
## Exter\_QualFair -3.854e+04 8.383e+03 -4.598 4.66e-06 \*\*\*  
## Exter\_QualGood -1.994e+04 5.585e+03 -3.569 0.00037 \*\*\*  
## Exter\_QualTypical -2.436e+04 5.874e+03 -4.147 3.57e-05 \*\*\*  
## Lot\_Frontage 1.024e+02 1.905e+01 5.376 8.90e-08 \*\*\*  
## Lot\_Area 6.042e-01 7.864e-02 7.683 2.91e-14 \*\*\*  
## Longitude -3.481e+04 2.537e+04 -1.372 0.17016   
## Latitude 5.874e+04 3.483e+04 1.686 0.09193 .   
## Misc\_Val 9.171e-01 1.003e+00 0.914 0.36071   
## Year\_Sold -6.455e+02 4.606e+02 -1.401 0.16132   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 22190 on 1401 degrees of freedom  
## Multiple R-squared: 0.9116, Adjusted R-squared: 0.9092   
## F-statistic: 380.3 on 38 and 1401 DF, p-value: < 2.2e-16

lm.pred <- predict(lm.fit, newdata = test\_df)

## Warning in predict.lm(lm.fit, newdata = test\_df): prediction from a rank-  
## deficient fit may be misleading

# test error  
test\_error\_lm = mean((lm.pred - test\_df$Sale\_Price)^2)  
test\_error\_lm

## [1] 447287652

**The test error of the LS linear model is 4.4728765^{8}.** **The potential disadvantage of this model might be the correlation between different predictors.Although the adjusted R square is high in this model, there might be over fitting in this model. And the p-value of this model is less than 0.05, which means this model is not reliable.**

## b) Fit a lasso model on the training data and report the test error. When the 1SE rule is applied, how many predictors are included in the model?

# fit the minSE lasso model  
set.seed(1)  
lasso.fit.minse <- train(x, y,  
 method = "glmnet",  
 tuneGrid = expand.grid(alpha = 1,   
 lambda = exp(seq(8, 3, length=100))),  
 trControl = ctrl2)  
lasso.fit.minse$bestTune

## alpha lambda  
## 23 1 61.01447

plot(lasso.fit.minse, xTrans = log)
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lasso.pred <- predict(lasso.fit.minse, newdata = test\_matrix)  
# test error  
test\_error\_lasso\_minse = mean((lasso.pred - test\_df$Sale\_Price)^2)  
test\_error\_lasso\_minse

## [1] 440396463

# apply the 1SE rule  
set.seed(1)  
lasso.fit.1se <- train(x, y,  
 method = "glmnet",  
 tuneGrid = expand.grid(alpha = 1,   
 lambda = exp(seq(8, 3, length=100))),  
 trControl = ctrl1)  
lasso.fit.1se$bestTune

## alpha lambda  
## 76 1 887.03

plot(lasso.fit.1se, xTrans = log)

![](data:image/png;base64,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)

precictor\_num = sum((coef(lasso.fit.1se$finalModel, lasso.fit.1se$bestTune$lambda)) != 0)  
precictor\_num

## [1] 30

lasso.pred <- predict(lasso.fit.1se, newdata = test\_matrix)  
# test error  
test\_error\_lasso\_1se = mean((lasso.pred - test\_df$Sale\_Price)^2)  
test\_error\_lasso\_1se

## [1] 421684149

**From the first plot we can decide that lambda should be set between exp(8) to exp(3), 30 predictors are included in the model when 1SE rule is applied. The test error of the minse lasso model is 4.4039646^{8} and the The test error of the 1se lasso model is 4.2168415^{8}**

## c) Fit an elastic net model on the training data. Report the selected tuning parameters and the test error.

set.seed(1)  
enet.fit <- train(x, y,  
 method = "glmnet",  
 tuneGrid = expand.grid(alpha = seq(0, 1, length = 20),   
 lambda = exp(seq(8, 4, length = 60))),  
 trControl = ctrl2)  
enet.alpha.best = enet.fit$bestTune$alpha  
enet.alpha.best

## [1] 0.05263158

enet.lambda.best = enet.fit$bestTune$lambda  
enet.lambda.best

## [1] 585.7431

enet.pred <- predict(enet.fit, newdata = test\_matrix)  
# test error  
test\_error\_enet = mean((enet.pred - test\_df$Sale\_Price)^2)  
test\_error\_enet

## [1] 438429127

**The selected best parameter is alpha = 0.0526316 and lambda = 585.7431342. The test error is 4.3842913^{8}.**

## d) Fit a partial least squares model on the training data and report the test error. How many components are included in your model?

set.seed(1)  
pls.mod <- plsr(Sale\_Price ~ .,   
 data = train\_df,   
 scale = TRUE,   
 validation = "CV")  
  
cv.mse <- RMSEP(pls.mod)  
ncomp.cv <- which.min(cv.mse$val[1,,])-1  
ncomp.cv

## 8 comps   
## 8

predy2.pls <- predict(pls.mod, newdata = test\_df,   
 ncomp = ncomp.cv)  
# test MSE  
test\_error\_pls = mean((predy2.pls - test\_df$Sale\_Price)^2)  
test\_error\_pls

## [1] 440217938

**8 components are included in the model. The test error of this model is 4.4021794^{8}.**

## e) Which model will you choose for predicting the response? Why?

mse <- c(test\_error\_lasso\_minse, test\_error\_lasso\_1se, test\_error\_enet, test\_error\_pls)  
name <- c("Lasso(minse)", "Lasso(1se)", "Elastic", "PLS")  
MSE\_df <- cbind(name, mse)  
colnames(MSE\_df) <- c("Model", "MSE")  
MSE\_df <- as.data.frame(MSE\_df)  
MSE\_df

## Model MSE  
## 1 Lasso(minse) 440396462.693672  
## 2 Lasso(1se) 421684148.75126  
## 3 Elastic 438429126.893179  
## 4 PLS 440217937.923444

which.min(MSE\_df$MSE)

## [1] 2

**From question a) we can consider that the LS linear model is not reliable, so I decided not to include it in the comparision. I will choose the lasso model which applied 1SE since it’s MSE is the smallest among these models, which means it has the highest accuracy and efficiency.**