**熵的统计意义及其应用**
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【摘要】简要阐述了熵的统计意义及熵在不同领域的应用
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**1.背景**

熵（Entropy），最早在1865年由德国物理学家克劳修斯给出，他用熵来度量一个系统“内在的混乱程度”。简单地说，熵反映的是一个系统的混乱程度，一个系统越混乱，其熵就越大；越是有序，其熵就越小。在熵的概念被提出后，这个概念就不断地被渗透到各个学科中，用来解释各种现象。在本文中，将简要介绍信息熵这一概念。

**2.熵的统计意义**

**2.1熵是自发过程进行方向的标志**

我们考虑一个孤立系统，它可能有A、B、……等各种状态。热力学第一定律告诉我们，这系统的总能量是不变的。因此如果开始时它处于某一状态A，以后它只可能到达总能量状态A时的总能量相等的某些状态，如状态B、C、……等，而绝不可能到达总能量与A时的总能量不相等的那些状态，热力学第二定律则进一步告诉我们，一个孤立系统只能由熵小的状态向熵大的状态进行，因此，要使状态A和状态B的总能量相同，如果状态B的熵小于状态A的熵，就不可能自发地从状态A变到状态B，由此可见，热力学第一定律对自然界的变化发展过程作了能量方面的限制，即孤立系统只能到达总能量相等的那些状态；而热力学第二定律则对自然界的变化发展过程进一步作了进行方向方面的限制，即孤立系统只能从熵较小的状态向熵较大的状态变化发展，而决不能从熵大的状态向熵小的状态变化。

**2.2熵可以表示能量可被利用的程度**

假设有一个系统A，温度为，输出热量为，周围媒质的温度为，因而可以在系统A与媒质之间构成一个热机。

热机的效率为

因而产生的机械功为

热量中不可用的部分（即放到低温热源的热）为

现在假定先将热量Q传给温度为()的另一物体B，在B和媒质之间构成另一个热机，则热量Q的可用部分将减少为

而不可用部分则增加为

比较前后两次，热量Q的不可用部分增加了

同时，温度为和的这两个物体所构成的系统，其熵的增量为

因此，热量的不可用部分的增量为

可见，熵可以作为能量的不可用程度的一种量度。也就是说，在一切宏观过程中，能量的总和保持不变，但可利用的程度却随着熵的增加而降低。能量的可用程度降低也就意味着能量的品质变差了。

**3.信息熵简介**

在机器学习中，信息熵是一个很重要的概念。信息熵的公式如下：

它描述的是在结果出现之前对信息量的期望。因而，信息熵可以给决策提供一定的判断依据，比如决策树就利用熵来设置向下的分枝。

半个世纪前，时年32岁的香农发表了一篇论文：《通信的数学理论》（A mathematical theory of communication）。在这篇论文中，香农提出了用信息熵来定量衡量一个信息的大小。

我们先设随机事件发生的不确定性为发生概率的函数。这个函数具有以下性质：

（1）单调性：概率越大的事件，信息熵越小，反之亦然。

（2）非负性：的取值只能为0或者正数。

（3）可加性：多个随机事件同时发生的总不确定性的度量，可以表示为各个时间不确定性度量的和。例：

事件同时发生，其发生概率为，而应当满足：。

香农从数学上证明了满足上述三个性质的信息熵函数具有唯一的形式，也就是上文的信息熵公式。

信息熵不仅定量衡量了信息的大小，还为信息编码提供了理论上的最优值：使用的编码平均码长的理论下界就是信息熵。即信息熵为数据压缩的极限。至于对信息熵的详细推导与分析，作为通信理论的知识，在此不再赘述。
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