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**General guidelines and requirements**

**Please organize your report along the lines of this template**; you may use any word processing software you like, as long as you submit your report as the required pdf file described below. A .docx version is provided for those who will use Word.

**Your report must be typewritten and submitted as one pdf document**, in machine readable form (no scans or screen shots).

**Your code must be submitted in two different files: (1) a single pdf file** that has all your code in the one file, also required to be machine readable (no scans or screenshots); **and (2) a separate zip file containing all your original code files and the data file(s) as read by your code**, so we can run your code. If the data files are too large to be uploaded, you can provide a download link. A folder structure template is described in Appendix I below.

**In total, each team will submit 3 files: (i) the final report (pdf), (ii) all the code in one file (pdf), and (iii) all the original code files (xxx.py files if python) and data in one zip file.**

**The report should generally not exceed 15 pages.** Please note that this is **not** the recommended length **nor is it a hard limit**. You should favor readability (proper font and image sizes) over possible page issues. Note that part of your grade depends on the written quality of your report, and this includes both clarity and brevity.

**You must properly cite your references.** If you are following ideas from papers or from online reports, blogs, or discussion forums, be sure to clearly distinguish between what is someone else’s work and what is yours and remember to always cite the source of information taken from elsewhere. Wherever you include material that came from elsewhere, include a citation at that location (e.g., [1], or [*author’s last name(s)*]). At the end of the report, include the reference. We suggest the IEEE format (easily found in Word or Latex) like this [1] or this [2]. Failure to comply with this rule may lead to plagiarism penalties.

**For your code, if you use code from elsewhere, you must cite the source** in the pdf file of your code. This can be done informally, by stating in a comment where it came from (e.g., “thanks to user xxxx for the following code for …. from github.com/yyyy/zzzz”; or “the following code for ….. was modified from [www.xx.zzz/yy](http://www.xx.zzz/yy), random forest variant 1”).

# Abstract

A brief, informative description of your project. Include the problem, approach (naming the machine learning methods you used in your project), and key results.

The abstract should be considered a “stand alone” section – it should be understandable on its own, and includes only information that is described (and supported) elsewhere in the report.

Tip: many people find it works better to write the abstract last, even though it will be read first.

# Introduction

# Problem Type, Statement and Goals

A brief description of the problem that you are trying to solve and the goals you want to achieve. Clearly state the type of your problem (classification or regression), which classes or variable(s) you are trying to predict, and any other goals your project might have. Explain why the problem is important or interesting, and why it’s not trivial.

Example sources of difficulty (nontriviality) include:

1. A physical model that’s inherently complicated and hard to abstract.
2. High dimensionality of feature space.
3. Sparsity.
4. Nonlinear behaviors.
5. Limited number of training samples.
6. Significant amounts of preprocessing required.

# Literature Review (Optional)

Briefly describe existing approaches (including tools used and results) to your problem. The literature review doesn’t need to be exhaustive, but it should cover well known publications and/or works you have found.

# Our Prior and Related Work (Mandatory)

If this project is an extension of some work you previously did or are currently doing outside of EE 660, briefly summarize this other work, and clearly distinguish it from your EE 660 project work.

If you have no prior or related work, state so (*e.g.*, this can be done as a single heading: “Prior and Related Work - None”).

# Overview of Our Approach

Give an overview of the models and algorithms you used, how they were compared, performance metrics used, and any other key aspects of your project you would like to highlight. (Note that detailed descriptions will be given below.)

# Implementation

Report your implementation details and results in the following subsections. You should mention which libraries and functions you used but avoid including code in your report. Your description of what your system does should be readable and understandable to a reader that isn’t familiar with the functions and libraries you used, but is familiar with the algorithms and techniques that were covered in EE 660. (For example, stating “we standardized all real-valued features, and recast all categorical features using one-hot encoding” and also stating the functions used in your code for this, is fine; stating only the functions used in your code is not fine.)

## Data Set

Describe the dataset you used, explain the meaning (if known) and data type (integer, real, string or binary, categorical, etc.) of each input variable.

Provide a table with each feature's name, its type (categorical, real...), the cardinality (for categorical) or range and brief description if the name does not make it obvious (for example, a feature named \month" requires no description). If there are too many features, try to group them or give some general idea of what they describe. If this is not possible (example: features are given with names such as *feat1, feat2,* etc.) state so.

## Dataset Methodology

Describe the procedure you followed in the use of your dataset.

You should clearly state how many data points were used for (optional) pre-training, training, validation set(s) (or specify k if k-fold validation is used), and testing.

Describe clearly how validation sets were used, and where in the process they were separated from training sets. For cross validation, describe where in the process the cross validation loops were implemented; and if multiple cross validation loops were used, state whether they were nested or sequential, and their ordering. Describe where in the process the validation results were used to make decisions. You may find it useful to use flow charts or diagrams to illustrate your dataset methodology.

Also describe where in the process the test set was used, any decisions made based on the test set results, and how many times the test set was used.

## Preprocessing, Feature Extraction, Dimensionality Adjustment

Describe in detail the pre-processing and feature extraction techniques you use. If you used any dimensionality reduction or sparse coding methods, explain in here as well. If the dataset has missing data, explain how you dealt with it (removing samples, removing features or data filling) and justify.

If you used different pre-processing for different machine learning methods, or if you tested the same machine learning method with different pre-processed inputs, state so. A table can be useful in these cases.

## Training Process

Describe how you train your model, the classifiers or regression processes you use, and the parameters you chose.

For each machine learning method or model you use:

* Describe your model and your algorithm in detail (with formulas and flowcharts). It generally isn’t necessary to repeat equations given in EE 660 just to describe the model and algorithm; however, you must give enough information to clearly define which model and algorithm (and which version of the model and algorithm) you are using. Also, if you want to refer to any equations (e.g., for your interpretation or analysis), you must include those equations in your report. If needed, also explain in detail what you did to adapt the method to your case, and explain the assumptions or “tricks” you used.
* Give some justification for why you chose this method. This can be a simple statement such as: simple method for baseline; non-linear method because linear methods perform poorly; we believe this method would yield the best performance; etc.
* State the parameters of the model and how they were chosen. If a parameter is chosen by heuristics, state so. If a parameter is chosen by some model selection or validation process, state so and then describe the details in the next subsection.
* Analyze the complexity of your hypothesis set to the extent possible. Compare with the number of data points you have and the dimension of the pre-processed feature space. Explain what you did to avoid overfitting and underfitting.
* If you have sets of results to show for this machine learning method, include them here. (For a comparison of results from different machine learning methods, use the next subsection.)

## Model Selection and Comparison of Results

If you have multiple potential models in the beginning, explain how you perform model selection. No need to repeat what was covered in the Dataset Methodology subsection above.

Present performance comparison of your different models and methods here. Be sure to clearly show what dataset each result is from (training, validation, test if any, averages over multiple cross-validation runs, etc.). Use table(s) and/or plots. **Do not paste print screen images.**

Is the difference between these results as expected? In the case of classification, you can choose two salient features and plot your decision boundaries w.r.t. them. In the case of regression, you can plot the resulting regression function in 3D (as a function of two salient features) or in a few 2D plots (each as a function of one salient feature).

# Final Results and Interpretation

Document your final results. Describe your final system and its parameter values. Give the final performance of your system(s) and an estimate of it’s out of sample performance; state clearly (or define) what your performance measures are. Compare with your baseline results and with any results you found in the literature. Include figures, plots, and/or tables if appropriate.

If you are participating in an online competition, report the performance of your best submission and compare it to others on the leader board. If you want to compare your results with other work, do so here.

Interpretation: Why do you think the results came out the way they did? What has been learned from them? Anything particularly noteworthy or unexpected? Showing your understanding of your work and results is an important part of this project. Note: you can interpret results throughout the report, but this section should contain a final interpretation (e.g., why this system worked the best, and how much better it is or is not, and what else might improve it further)

# Contributions of each team member

If a team project, state here what the contribution of each team member was (i.e., who did what).

# Summary and conclusions

Briefly summarize key findings, and optionally state what would be interesting or useful to do next.

# References

Cite the sources of your information that came from elsewhere. This includes other related works you compare with (if any), and sources of descriptions of systems or methods that you included in your report.

|  |  |
| --- | --- |
| [1] | "Add citations in a Word document," 10 April 2019. [Online]. Available: https://support.office.com/en-ie/article/add-citations-in-a-word-document-ab9322bb-a8d3-47f4-80c8-63c06779f127. |
| [2] | F. P. C. S. a. C. S. Vitor Cerqueira, "Combining Boosted Trees with Metafeature," in *Advances in Intelligent Data Analysis XV: 15th International Symposium*, Stockholm, 2016. |

# Appendix

Appendix I.

* You have to create a “main” file that outputs test result if we run the “main” file.
* “main” file should be named “main.py” or “main.m” depending on the choice of language.
* “main” file should be located in the base directory of your extracted zip folder.
* If dataset is too big to be uploaded (size > 50 MB), you can provide URL link with “wget” linux command. (Please see the example below)
* The “main” file should read the data files in “data” folder and output the results of your final system in your report.
* You should not let “main” file to start training. “main” file should load trained parameters and reproduce the test results.

Example of extracted zip folder:

├── **main.py** (or main.m, main.sh – Mandatory file)

├── modules.py (or modules.m, modules.cpp)

├── utils.py (or utils.m, utils.cpp)

├── data

| ├── data1\_training\_data.csv

| ├── data1\_validation\_data.csv

| ├── data1\_test\_data.csv

| ├── data2\_training\_data.csv

| ├── data2\_validation\_data.csv

| └── data2\_test\_data.csv

if dataset is too big to be downloaded:

├── **main.py** (or main.m, main.sh – Mandatory file)

├── modules.py (or modules.m, modules.cpp)

├── utils.py (or utils.m, utils.cpp)

├── data

| └── download.sh

in “download.sh” you specify the download link as in the following example:

wget <https://archive.ics.uci.edu/ml/machine-learning-databases/haberman/haberman.data>

wget https://archive.ics.uci.edu/ml/machine-learning-databases/haberman/haberman.names