**Predicting the cause of crop damage using machine learning approaches**

1. **Introduction**

Agriculture is the science and a key practise of cultivation followed by humans to fulfil their daily needs. The word agriculture is combination of Latin words ‘Agri’ which means field and ‘cultura’ meaning cultivation. Agriculture plays a very important role in the rise of civilization. It enables people to produce almost everything that are considered as basic needs in everyone’s life such as, cultivating food products like wheat, barley etc., producing cotton and wool that can be used for clothing and timber which help humans to build shelters. Farming is one of the main divisions of agriculture which can be classified into two types, one is arable farming where the crops such as wheat and barley are grown and the other is pastoral farming which is more of husbandry that is, raising and taking care of animals.

Agriculture is livelihood for majority of population in India, although its contribution was low in country's economy, the improvement in farming techniques and methodology in recent years has helped in increasing its contribution to GDP in a faster rate. This is also possible due to the hybridisation of machine learning approaches with agriculture science. A well-trained ML model helps in getting more accurate results in short time when compared to traditional procedures. An automated farming setup helps in monitoring the crops, its surrounding environmental condition and triggering of appropriate action without much of human intervention, thus maintaining a suitable condition for crops which will be a very difficult task for a human to continuously monitor and track all the condition otherwise.

When it comes to arable farming they have their own set of challenges such as harmful organisms like pests, weeds or other diseases. This leads to the usage of pesticides; which are used to control pests and disease carriers, thus helping the plants to grow in a protected environment, but at the same time excess use of pesticide can affect soil fertility, can even affect health of the consumer. Hence pesticides should be used in reasonable quantities. A crop can be damaged due to other reasons as well such as flood, animal trespassing etc. Hence the conditions of crop can be classified as shown in figure 1.
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Figure Classification of crop conditions

Here the Good condition is when the crop is healthy and the yield is good, damage due to pesticide is when the crop is damaged due to inadequate or excess use of pesticides and the last is when the crop is damaged due to unidentified or natural causes. This paper discusses the classification of crop into above mentioned categories with the help of machine learning approaches that are mentioned in section 3 of this paper.

1. **Related works**

An extensive survey has been made to understand the existing machine learning methodologies and techniques that are being used in the field of agriculture.

When it comes to image or computer vision in agriculture, [1][10][11][13] concludes that CNN performs very well and detects maximum number of diseases with high accuracy. Whereas [12] uses a standard GoogleNet CNN model for the same. [2] Performs a comprehensive survey and suggests specific statistical ML technique for specific purpose by analysing each technique in machine vision systems. For yield prediction, an extensive investigation done by [3] shows that CNN is the most widely deep learning algorithm followed by Long-Short Term Memory (LSTM) and Deep Neural Networks (DNN) models. In [5] researches conducted in the last 15 years are discussed and they conclude that the targeted development of hybrid systems formed by combining machine learning and signal processing will act as a cost effective solution for a good crop and helps in decision making. The authors in [21] shows that adding weather and non-weather predictor variables to Normalized Difference Vegetation Indices (NDVI) with ANN as model gives the better yield predictions. [22] Uses random forest for crop yield prediction with climate and biophysical related values being the variables. As there is high chance for a crop to get a disease, it is important to identify them immediately for a good yield and for that, some of the works gives us valuable insight such as [7], where the author performs classification of images to identify the Scorch Diseases in sugar cane leaf by using k-Means clustering for segmentation and k-Nearest Neighbour for classification, with an accuracy of 95%. Similarly [8] performs classification using k-NN with an accuracy of 76.59%, but uses Otsu segmentation method and the experiment is performed on paddy leaves to identify blast and brown spot diseases. The authors in [9] proposed a method where the plant leaf disease is detected with the help of texture features obtained by colour co-occurrence matrix, and SVM is used for classification and this model performs with an accuracy of 94%.

When it comes to using IoT in agriculture, [15] discusses how the combination of the Internet of Things (IoT) and machine learning can be used in the field of agriculture leading to smart farming model to increase the productivity. [16] proposed a neural network model that can be used as an alternative method to simulate the groundwater level changes especially in regions where subsurface properties are unknown. [17] used ML models such as random forest and support vector machine (SVM) to assess the land suitability for rain-fed crops in agricultural land, whereas [19] used k-nearest-neighbour and boosted perceptron algorithms to assess the soil dryness in agricultural land which performed with an accuracy of around 92%. [4] presents the role of ML models in agriculture supply chain, and provides guidelines for the improved sustainability and productivity.

We can observe from the survey that there are very less discussions about pesticide and the cause behind the crop damage. Hence in this paper an attempt has been made to give some insight on that area i.e., crop damage in terms of pesticide usage.

1. **Prediction models**

In this section, the classification models used in the experiment are discussed. Considering the fundamental details of the data being used for analysis, the following supervised learning models are selected.

* 1. **k-Nearest Neighbour (k-NN)**

K-NN is one of the well-known lazy learning algorithms; the k in k-NN is the number of nearest neighbours to be considered during voting process. Hence the first step of this algorithm is to set k value, and then comes calculating the distance between test data and training samples. Once the distances are computed get the top k closest samples in training set and return the most frequent class among them as predicted class.

* 1. **Naïve Bayes**

Naive bayes is a probabilistic classifier; it gives the likelihood of occurrence of an event. That is, for any given input naive bayes algorithm returns the probability of the input being classified to a specific category. So this method involves bayes theorem with class *C* having k possible outcomes and it is given as

Where is the posterior which is the probability of sample X being classified to Kth class. However in our case Bernoulli naïve bayes is used and hence the likelihood is given as [25]

Where is the probability of class Ck generating the term xi.

* 1. **Random forest**

Random forest also known as random decision forest is one of the ensemble learning method for classification where it collects the result from a forest of decision trees for classification thus improving the performance of a model. For this it uses one of the important steps known as bagging where it randomly selects the sample from the training set and fits the tree.

Then in order to average out the predictions following function is used,

Where B is number of bagging, being the trained classification tree function and being the unknown sample for which the prediction is to be done.

* 1. **XGBoost**

XGBoost stands for Extreme Gradient Boost is one of the ensemble tree methods. Basically in a boosting technique, the succeeding model tries to correct the errors made by previous models. A gradient boosting tries to optimize the loss function whereas XGBoost the optimization is done along with regularization factors.

* 1. **Light Gradient Boosting Machine (LGBM)**

LGBM is one more decision tree based high performing gradient boosting framework which is fast when compared to other gradient boosting techniques and the reason behind this is the fact that in LGBM the tree is split leaf-wise unlike other boosting algorithms where the tree is split depth wise. Hence Light GBM reduces more loss while growing the same leaf than the ones that grow level wise thus resulting in high classification accuracy over other existing boosting algorithms.

* 1. **Support Vector Machine (SVM)**

SVM is one of the supervised learning algorithms, which can also be analysed mathematically. It has a unique ability to handle the non-linearity in the input space linearly in a corresponding high dimensional feature space. [26]

SVM basically tries to fit a hyper plane such that,

Where the marginal distance between the plane and the support vectors (SV) of two classes will be maximal, thus separating the samples effectively. In some cases in order to fit hyper plane a kernel function will be used due to the non-linearity in the input data. These kernel functions help in mapping into other dot product space thus letting the machine to fit a hyper plane. In this experiment radial basis function (RBF) kernel is used. Where the RBF kernel on two samples x and x’ is given as,

1. **Experimental Results and Analysis**
   1. **Dataset**

Since the aim of this experiment is to identify the cause of crop damage, a suitable dataset is collected which contains both categorical and numerical data with the sample size of around 140k and about 11 features comprising some of the crop related details such as the type of crop, soil, the pesticides usage counts and the season.

* 1. **Experimental setup**
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Figure 2 Work-flow of experiment

The above figure shows the generic flow of the proposed methodology where the first step is data acquisition. Here the crop data on which the experiment needs to be performed is collected. Then the collected raw data undergoes pre-processing, where the null values are handled either by dropping the rows or by filling them manually and other actions such as dimensionality reduction and label encoding are performed. Now the data is clean and it is ready to be fed into machine learning model (in this case it is classification model).

The emphasised section of the block diagram i.e., model training, model testing and performance evaluation is generic where the classification model acts as a varying component in the setup.

In order to calculate the time T taken by a model to classify a sample for a particular category, two time values i.e., the start time ts and end time te are considered , now te - ts will give the total time T taken for classification, more details about this are discussed in the next section.

* 1. **Time complexity**

For a machine learning algorithm along with accuracy, time complexity also plays an important role; Table 1 gives the time complexity of each model that are considered in our experiment.

The following table tabulates the theoretical time complexity of both training and testing phase of the classification models.

Table 1 Theoretical Time Complexity of Models

|  |  |  |
| --- | --- | --- |
| **Model** | **Time complexity** | **Description** |
| LBGM | **O(nm)** for histogram building  **O(bm)** for split finding | n = samples, m= features  b=bins |
| XGBoost | **O(tdxlogn) to train**  **O(td)** to predict new sample | **t**= number of trees  **d =** height of the trees and  **x** = number of non-missing entries in the training data. |
| Naïve Bayes | **O(nm)** to train.  **O(mc)**, to predict new sample | n = samples, m= features  **c** = number of classes. |
| SVM | **Between O(n^2m)** and **O(n^3m) depending on hyper-parameters.**  **O(vm),** to predict new sample | n = samples, m= features  **v** = number of support vectors obtained by training |
| Random Forest | **O(tunlogn)**,to train.  **O(tlogn),** to test new sample | n = samples**, t** = number of trees and **u** = number of features considered for splitting |
| k-NN | **O(1)** for training  **O(k\*n\*m)** to test new sample | n = samples, m= features  k = number of neighbours |

WhereasTable 2 presents the practical time complexity, obtained by classification model for classifying a sample from each category that are considered in the experiment.

Table 2 Practical Time taken by Models

|  |  |  |  |
| --- | --- | --- | --- |
| **Model** | **Alive\_0** | **Damage\_Due\_To\_other\_Reasons\_1** | **Damage\_Due\_To\_pesticide\_2** |
| LGBM | 0 | 0 | 0.015625 |
| Random Forest | 0.018988 | 0.018989 | 0.018988 |
| SVM | 0 | 0 | 0.015626 |
| Naive Bayes | 0.015621 | 0 | 0 |
| kNN | 0.004999 | 0.003996 | 0.002999 |

The time values shown in the above table for classification is the time taken by a model for testing a sample from each category and not for training the sample. Also these are not standard time for classification by the above considered models, as the classification time depends on many aspects such as, configuration of the system on which the experiment is being done, the implementation methodology and its setup. However, the intention of this table is to show the time difference between the models (executed in a system with reasonable configuration).

It can be seen from the above table that Random forest takes more time for classification and LGBM, naïve bayes and SVM take almost same amount of time, whereas it can also be observed how k-NN has a negligible time difference to classify a sample from each category.

* 1. **Results and discussions**

As the aim of this experiment is to classify the crop into 3 categories, it is designed in such a way that it helps us to identify the model that can effectively handle all 3 categories with good classification accuracy. Table 3 shows the classification performance of each model.

Table 3 Model performance

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Model** | **Accuracy** | **F1 score** | **Recall** | **Precision** |
| LBGM | 0.977155 | 0.875336 | 0.82776 | 0.964732 |
| Random Forest | 0.835472 | 0.303454 | 0.333333 | 0.278491 |
| XGBoost | 0.969531 | 0.812949 | 0.76614 | 0.941907 |
| SVM | 0.835472 | 0.303454 | 0.333333 | 0.278491 |
| Naive Bayes | 0.715479 | 0.448859 | 0.555625 | 0.442842 |
| k-NN | 0.914754 | 0.658742 | 0.597566 | 0.843498 |

It can be observed from above table that Naïve bayes perform poorly when compared to other models, but it can also be seen that the F1-Score of Random Forest (RF) and SVM is low when compared to naïve bayes and yet they both perform better with a classification accuracy of around 83%. This particular comparison helps us to understand that using F1-score as a metric of performance to compare two models is wrong. The model with high F1-score doesn't mean that particular model is better than the one with lower F1-score.

The experiment also shows that k-NN, random forest and LGBM perform very well and they have high precision and low recall, showing that they classify so well that the models have around 84%, 94% and 96% of true positive values respectively. But LGBM is the clear winner with a classification accuracy of around 97.7%.

1. **Conclusion and Future work**

In this paper, an attempt is made to classify the crop into three categories i.e., good crop, crop damage due to pesticides and crop damage due to other reasons. The main objective behind this work is to identify the cause behind the crop damage, this work plays a major role in decision making, like whether the pesticide doses are to be varied or the need for other precaution for a crop to grow in a protected environment. It can be observed from the experiment that all the classification models that are considered perform very well. However LGBM leads by giving an accuracy of around 97% with minimum computational time.

The experiment also helps to emphasize the fact that a good classification result can be obtained without using any complex models such as neural networks. In future work, more importance is given towards the improvement of classification performance and to try and consider some of the fundamental sections of agriculture that are neglected in existing methodologies in the analysis to identify their contribution for a good yield of crop with the help of machine learning models.
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