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**Streszczenie**

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Donec sapien ipsum, fermentum eu malesuada ac, malesuada sed magna. Fusce mollis tempor eros, sed feugiat ante auctor ut. Lorem ipsum dolor sit amet, consectetur adipiscing elit. Sed tincidunt, enim vel pulvinar porttitor, sem velit scelerisque nisi, ut aliquet nulla nunc non justo. Mauris eu ipsum risus, eu iaculis lorem. Ut ut nisl ipsum. Nulla facilisi. Maecenas nec quam justo. Vestibulum id libero lectus, sit amet sodales diam. Maecenas pulvinar, ante vel mollis porta, risus sem molestie purus, facilisis lacinia ipsum ligula ac orci. Ut nec elit tincidunt nisi lobortis bibendum eget sit amet odio.

Fusce rutrum elementum felis quis viverra. Donec blandit mattis consectetur. Vestibulum vitae magna at velit sodales placerat et sed risus. Aenean mollis urna non eros bibendum convallis. Duis in turpis ante, vel viverra urna. Duis in velit tellus. Cras suscipit imperdiet justo, semper pellentesque ligula laoreet a. Lorem ipsum dolor sit amet, consectetur adipiscing elit. Nulla sapien urna, gravida non pellentesque volutpat, sagittis porttitor mi. Etiam aliquam risus vel enim venenatis a elementum arcu lacinia. Nam et enim id mauris dictum elementum. Phasellus id porta diam. Nullam ornare odio sagittis ligula ultricies convallis. Integer ac suscipit libero. Fusce sed dolor urna, eu adipiscing metus. Fusce commodo nulla ac diam varius eu adipiscing mi egestas. Donec nibh ante, rutrum sit amet semper a, eleifend quis libero. Vivamus sed posuere nunc.

**Abstract**

Lorem ipsum dolor sit amet, consectetur adipiscing elit. Donec sapien ipsum, fermentum eu malesuada ac, malesuada sed magna. Fusce mollis tempor eros, sed feugiat ante auctor ut. Lorem ipsum dolor sit amet, consectetur adipiscing elit. Sed tincidunt, enim vel pulvinar porttitor, sem velit scelerisque nisi, ut aliquet nulla nunc non justo. Mauris eu ipsum risus, eu iaculis lorem. Ut ut nisl ipsum. Nulla facilisi. Maecenas nec quam justo. Vestibulum id libero lectus, sit amet sodales diam. Maecenas pulvinar, ante vel mollis porta, risus sem molestie purus, facilisis lacinia ipsum ligula ac orci. Ut nec elit tincidunt nisi lobortis bibendum eget sit amet odio.

Fusce rutrum elementum felis quis viverra. Donec blandit mattis consectetur. Vestibulum vitae magna at velit sodales placerat et sed risus. Aenean mollis urna non eros bibendum convallis. Duis in turpis ante, vel viverra urna. Duis in velit tellus. Cras suscipit imperdiet justo, semper pellentesque ligula laoreet a. Lorem ipsum dolor sit amet, consectetur adipiscing elit. Nulla sapien urna, gravida non pellentesque volutpat, sagittis porttitor mi. Etiam aliquam risus vel enim venenatis a elementum arcu lacinia. Nam et enim id mauris dictum elementum. Phasellus id porta diam. Nullam ornare odio sagittis ligula ultricies convallis. Integer ac suscipit libero. Fusce sed dolor urna, eu adipiscing metus. Fusce commodo nulla ac diam varius eu adipiscing mi egestas. Donec nibh ante, rutrum sit amet semper a, eleifend quis libero. Vivamus sed posuere nunc.

# Wstęp

W niniejszej pracy rozpatrzymy problem klasteryzacji i spojrzymy na niego z perspektywy kilku wybranych artykułów. Skupimy się przede wszystkim na zastosowaniu algorytmów ewolucyjnych. Zaproponujemy także rozwiązanie i sposób jego implementacji.

# Motywacja

[Co to jest klasteryzacja, do czego i poco to się stosuje]

# Komponenty

[Podstawowe komponenty zadania/algorytmu klasteryzacji]

Według podziału z w zadaniu klasteryzacji można wyszczególnić następujące komponenty:

1. Reprezentacja rekordu. W tym także ekstrakcja cech i/lub ich selekcja.
2. Definicja miary podobieństwa odpowiednio do domeny zbioru danych.
3. Klasteryzacja lub grupowanie
4. Abstrakcja danych (jeśli potrzebne)
5. Ocena produktu (jeśli potrzebne)
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rys ‑ Etapy w klasteryzacji

* **Selekcja** **Cech** – identyfikacja i dobór cech z oryginalnego zbioru opisującego pojedynczy rekord, myślą o efektywności klasteryzacji.
* **Ekstrakcja Cech** – użycie jednej lub więcej metod transformacji, aby z zestawu wejściowego cech, wyprodukować nowe, użyteczniejsze cechy.
* **Miara Podobieństwa –** z pośród wielu stosowanych najprostszą i najpowszechniej stosowaną jest miara Euklidesowa. Można także stosować miarę konceptualną (MICHALSKI, STEPP, & DIDAY, Automated construction of calsifications: conceptual clustering versus numerical taxonomy., 1983)
* **Grupowanie –** ten krok może zostać wykonany na wiele sposobów. Wynik wyjściowy może być w postaci twardej (podział danych na grupy), lub rozmytej (każdy rekord ma wyznaczony poziom przynależności do każdego klastra).
* **Abtrakcja danych -** proces ekstrakcji prostej i zwartej reprezentacji zbioru danych. Celem jest prostota dalszej maszynowej analizy, lub czytelność i zrozumiałość dla ludzkiego odbiorcy. Zwykle w kontekście klasteryzacji, zwarty opis klastra w postaci prototypu lub centroida .
* **Walidacja klastrów –** ocena przebiegu klasteryzacji. Zwykle w tym celu stosuje się odpowiednie kryterium optymalności .

# Definicje

* *Rekord* ( lub *wektor cech*, *obiekt* lub *punkt*) **x** jest pojedynczym elementem danych, użytym w algorytmie klasteryzacji. Zwykle jest wektorem d miar: **x** = ( *x1*, …, *x*d ).
* Indywidualne komponenty *xi* rekordu **x** zwane są *cechami* (lub *atrybutami*).
* *d* to *wymiarowość* rekordu lub przestrzeni rekordów.
* *Zbiór rekordów* oznaczony jako X = {**x**1, …, **x**n}. W wielu przypadkach, zbiór który ma podlegać klasteryzacji jest postrzegany jako macierz *n* × *d* rekordów.
* *Klasa*
* *Twarde* techniki klasteryzacji każdemu rekordowi xi przypisują etykietę klasy *li* Identyfikując jego klasę. Zbiorem wszystkich etykiet dla zbioru rekordów X jest L = {*li*, …, *ln*}, z *li* {1, …, k} , gdzie *k* jest liczbą klastrów.
* Procedury *rozmytej* klasteryzacji przypisują każdemu rekordowi stopień przynależności *fij* do danego klastra wyjściowego *j*
* *Miękkie* techniki klasteryzacji przypisują każdemu rekordowi **x**i stan przynależności *lij* do danego *j*-tego klastra. Przy czym , gdzie 0- nie należy, 1-należy do klastra.
* *Miara odległości* jest miarą określającą podobieństwo rekordów w przestrzeni ich atrybutów

# Reprezentacja rekordu

Brak konkretnych przewodników na temat poprawnej reprezentacji rekordów i doboru cech użytych dla specyficznych sytuacji. Na ogół proces generowania rekordów nie podlega bezpośredniej kontroli. Rolą użytkownika jest gromadzenie faktów i przypuszczeń, ewentualnie dokonać wyboru i ekstrakcji cech. Na pewno dokładna analiza dostępnych cech i dostępnych przekształceń (nawet tych prostych) może dać znacznie lepsze wyniki. Może to zadecydować czy otrzymamy proste i dobrze zrozumiałe klastry, czy skomplikowaną strukturę, której prawdziwą naturę trudno odgadnąć.
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rys ‑ . ukazuje prosty przykład. Punkty, w tej przestrzeni 2D cech, są zorganizowane w kształt mniej więcej równo oddalony od jednego punktu środka. Jeśli wybrać współrzędne Kartezjańskie, większość algorytmów klastrowania prawdopodobnie podzieli tą figurę na dwa lub więcej klastrów. Jeśli by jedna użyć reprezentacji koordynatów polarnych, uzyskanie pojedynczego klastra ma większe prawdopodobieństwo.

Rekord może mierzyć tak fizyczny obiekt (np. krzesło) jak i abstrakcyjny (np. styl pisania). Jak wspomniano powyżej, każdy obiekt reprezentowany jest, jako wektor, gdzie każdy wymiar jest pojedynczą cechą. Cechy te można podzielić na ilościowe i jakościowe. Dla przykładu, jeśli waga i kolor były by dwiema użytymi cechami, wtedy (20, black) jest reprezentacją czarnego obiektu o wadze 20 jednostek. Cechy można podzielić na następujące typy.

1. Cechy ilościowe
   1. Wartości ciągłe (np. waga)
   2. Wartości dyskretne (np. liczba komputerów)
   3. Wartości przedziału (np. czas przebiegu wydarzenia)
2. Cechy jakościowe
   1. Nominalne lub nieposortowane (np. kolor)
   2. Porządkowy (np. ranga wojskowa, temperatura („gorąco”, „zimno”), czy intensywność głośności („cicho”, „głośno”)

Można także używać cech ustrukturyzowanych, reprezentowanych przez drzewo, gdzie rodzic jest generalizacją swoich dzieci. Dla przykładu, węzeł rodzic może być generalizacją dla dzieci oznaczonych, jako „samochody”, „autobusy”, „ciężarówki” i „motory”. Dalej, węzeł „samochody” może być generalizacją samochodów typu „Toyota”, „Ford”, „Mercedes”

Ważne jest, aby wyizolować tylko te najbardziej wartościowe, opisowe i dyskryminujące cechy z zestawu wejściowego, a następnie indywidualnie poddać kolejnym przetwarzaniom analizy. Techniki wyboru cech wyznaczają podzbiory istniejących cech. Natomiast techniki ekstrakcji obliczają nowe cechy z już istniejących. W obu przypadkach celem jest polepszenie jakości klasyfikacji i/lub efektywności obliczeniowej. Dobór cech to bardzo obszerny temat, jednakże w klasteryzacji często zmuszeni jesteśmy na dokonywanie wyborów „na wyczucie” a nie rzadko jest to proces prób i błędów, gdzie wybierane są różne zestawy cech obiektów i wybór jest oceniany po zakończeniu procesu klasteryzacji.

# Miara bliskości

Jako, że podobieństwo jest podstawą definicji klastra, pomiar podobieństwa dwóch rekordów z tej samej przestrzeni cech, jest bardzo ważne dla większości procedur klasteryzacji. Z powodu różnorodności typów wartości cech i ich skalowania, miara (lub miary) podobieństwa, muszą być dobierane bardzo ostrożnie. Najbardziej powszechną praktyką jest obliczanie *miary niepodobieństwa* pomiędzy dwoma rekordami używając miary odległości zdefiniowanej na przestrzeni cech. Najczęściej w przypadku cech o wartościach ciągłych stosowana jest odległość Euklidesowa.

Odległość Euklidesowa jest intuicyjnie używane do obliczeń odległości obiektów w dwu i trzy wymiarowych przestrzeniach. Sprawuje się doskonale tak z wyizolowanymi jak i złożonymi klastrami. Wadą używania tej miary jest fakt, że szybko cechy o mniejszej skali stracą na wartości zdominowane przez cechy o większej skali. Rozwiązaniem tego problemu jest normalizacja używanych wartości lub stosowanie wag.

Obliczanie odległości pomiędzy rekordami, których część lub wszystkie cechy nie są wartościami ciągłymi, staje się o wiele trudniejsze. W ekstremalnych przypadkach wartość odległości jest określana binarnie. I tutaj jednak istnieje wiele prac, które starają się rozwiązać ten problem.

Rekordy mogą być także reprezentowane używając stringów czy struktur drzewiastych. Wymaga to wtedy syntaktycznego lub statystycznego podejścia do miary odległości. Ale są one zdecydowanie mniej przydatne.
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rys ‑ – D i B są bardziej podobne niż B i C

Są także miary odległości, który pod uwagę biorą otoczenie lub sąsiednie punkty, zwanych kontekstem. (GOWDA & G., 1977; JARVIS & PATRICK, 1973; MICHALSKI, STEPP, & DIDAY, Automated construction of calsifications: conceptual clustering versus numerical taxonomy., 1983). Najważniejszym przykładem tych metod jest mutual neighbour distance (MND) zaproponowane przez .

Gdzie NN(**x**i, **x**j) jest numerem sąsiada **x**j w odniesieniu do punktu **x**i. Tzn. funkcja ta określa, którym z kolei najbliższym sąsiadem **x**i jest **x**j. Na rys 3 A i D są ja bliższymi sąsiadami. NN(A,D) = NN(D,A) = 1. Zatem MND(A,D) = 2. Jednakże MND(C,B) = 4. Miara ta nie jest metryczna, może ulec zmianie, gdy tylko pojawią się nowe obiekty w sąsiedztwie i nadal potrzebuje standardowej funkcji odległości. Ale z powodzeniem została zaimplementowana w aplikacjach takich jak .

# Techniki klasteryzacji

Na podstawie dyskusji w można wprowadzić następujący podział technik klasteryzacji:

Klasteryzacja

Hierarchiczne

Partycyjne

Single-link

Complete-link

Square Error

Teoria grafów theoretic

Mixture resolving

Mode seeking

k-means

Expectation Maximization

## Hierarchiczne algorytmy klasteryzacji

Zadaniem algorytmów hierarchicznych jest wygenerowanie drzewa reprezentującego zagnieżdżone grupowanie rekordów. Tak jak to przedstawiono na rys 4. Następnie drzewo to może zostać przecięte na dowolnym poziomie dając nam różne rozwiązania klasteryzacji tego samego zbioru danych.
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rys ‑ Drzewo uzyskane za pomocą algorytmu single-link

Większość algorytmów hierarchicznych to warianty single-link(SNEATH & SOKAL, 1973; JAIN & DUBES, Algorithms for Clustering Data., 1988), complete-link (KING, 1967) oraz minimum-variance (WARD, 1963; MURTAGH, 1984). Z tych najpopularniejszymi algorytmami są single-link oraz complete-link, a różnią się jedynie charakterystyką „podobieństwa” pomiędzy klastrami. W single-link jest to minimum z odległości wszystkich par rekordów z tych klastrów (jeden rekord z jednego klastra, drugi z drugiego). Przypadku complete-link jest to maksimum. W obu przypadkach klastry są scalane używając kryterium minimalnej odległości.

## Algorytmy partycyjne

Zamiast całej struktury klastrów, algorytmy partycyjne uzyskują pojedyncze partycje danych. Zyskują one przewagę przy dużych zbiorach, gdzie tworzenie drzew obliczeniowo jest bardzo wymagające. Jednakże największym problemem algorytmów partycyjnych jest dobór odpowiedniej liczby klastrów. Ponieważ ich liczna na ogół jest wymagana jeszcze przed rozpoczęciem algorytmu. Istnieje wiele propozycji aby znaleźć najlepsze rozwiązanie na ten problem . Ale w praktyce najlepszy wynik uzyskuje się poprzez wykonanie algorytmu kilka razy i wybranie najlepsze rezultatu.

### Squared error

Najbardziej intuicyjna i najczęściej stosowana partycyjna technika klasteryzacji, która dobrze radzi sobie z klastrami wyizolowanymi i zwartymi. Jest to nic innego jak łączna suma odległości rekordów do centroidów klastrów, do których przynależą. Squared error samo w sobie nie jest technika ale kryterium oceniającym jakość rozwiązania. Dla klasteryzacji L zbioru rekordów H (zawierającego K klastrów) obliczamy za pomocą wzoru:

Gdzie jest i-tym rekordem należącym do j-tego klastra, a cj jest centroidem tego klastra. Najprostszym i bardzo szeroko stosowanym algorytmem, korzystającym z tego kryterium, jest k-mens . Rozpoczyna się on z losowym, startowym zestawem partycji, a następnie realokuje rekordy przypisując je do innych klastrów, bazując na podobieństwie rekordu do centroida, dopóki nie zostanie spełnione kryterium (np. nie było kolejnych przesunięć rekordów pomiędzy partycjami lub kryterium Squared-error przestało się znacząco zmniejszać). K-means zyskał swoją popularność dzięki łatwości implementacji oraz złożoności czasowej ( O(n), gdzie n to liczba rekordów). Ma on jednak swoje słabe strony. Jest on wrażliwy na dobór startowych partycji i może ostatecznie wyniknąć lokalnym minimum. Powstało wiele wariantów tego algorytmu. Niektóre wstępnie próbują dokonać wyboru partycji startowych, aby zwiększyć swoją szansę w odnalezieniu globalnego minimum. Innym wariantem jest łączenie lub dzielenie wynikowych partycji. Jeśli różnorodność wewnątrz klastra jest zbyt duża (przekracza odp. wskaźnik), jest on dzielony na dwie osobne partycje. Jeśli natomiast centroidy dwóch klastrów są odpowiednio bliskie ich partycje są łączone. Technika ta pozwala na uzyskanie optymalnego zestawu klastrów zaczynając od całkiem innego zbioru startowego. Technika ta jest stosowana w ISODATA. Inne warianty k-means tworzone są poprzez zmianę funkcji kryterium. Np. algorytmy dynamiczne klasteryzacji (które dopuszczają reprezentacje klastra inną niż centroid) zaproponowane w .

### Teorie grafów

Najlepiej znanym algorytmem używającym tego podejścia jest algorytm bazujący na skonstruowaniu z danych Minimalnego Drzewa Rozpiętego (eng. Minimal Spanning Tree - MST) , a następnie na usuwaniu krawędzi o największej długości w celu sformułowania klastrów. Przykład na rys 7‑2 ukazuje MST uzyskane z 8 dwu-wymiarowych punktów. Poprzez zerwania połączenia CD (krawędź z największą długością Euklidesową), uzyskujemy dwa klastry ({A, B, C} oraz {D, E, F, G, H}). Kolejny podział może zostać dokonany na krawędzi DE itd.

![klastry_graf_01.png](data:image/png;base64,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)

rys ‑ Przykład użycia minimalnego drzewa rozpiętego o klasteryzacji.

Podejście hierarchiczne także odnosi się do grafów. Klastry Single-link są podgrafami minimalnego drzewa rozpinającego(GOWER & ROSS, 1969; GOTLIEB & KUMAR, 1968). Klastry complete-link są maksymalnie kompletnymi subgrafami (BACKER & HUBERT, 1976) i w pracach (AUGUSTSON & MINKER, 1970; RAGHAVAN & YU, 1981) uznawane są za definicję klastra. Inne podejście używające grafów w nie-hierarchicznych strukturach nakładających się klastrów prezentuje (OZAWA, 1985).

## Klasteryzacja rozmyta

Tradycyjne algorytmy klasteryzacji generują partycję. W każdej partycji, każdy rekord należy do jednej i tylko jednej partycji. Klastry w twardej klasteryzacji są rozłączne. Klasteryzacja rozmyta rozszerza to podejście przypisując rekordy do każdego klastra używając funkcji przynależności (ZADEH, 1965). Wynikiem są klastry ale nie partycje. Stosuje się tutaj np. kryterium wyważonego błędu kwadratowego (Squared-error).

Klastrowanie rozmyte pojawiło się w (RUSPINI, 1969). Natomiast książka (BEZDEK, 1981) jest dobrym źródłem na temat Klastrowania rozmytego. Najpopularniej stosowany jest tutaj algorytm fuzzy c-means (FCM), mimo to, że jest lepszy od twardego k-means w ignorowaniu lokalnych minimum, nadal jednak potrafi osiągnąć taki wynik. Największy problem stanowi tutaj funkcja przynależności i jej określenie. W (BEZDEK, 1981) zaproponowano generalizację tego algorytmu. W (DAVE, 1992) zaproponowano c-shell, którego zaletą miało być wykrywanie granic okrągłych i eliptycznych.

## Reprezentacja klastra

W aplikacjach, których zadaniem jest odnalezienie pewnej liczby klas lub klastrów w zbiorze danych, zestaw partycji jest produktem końcowym. W pracach (DURAN & ODELL, 1974; DIDAY & SIMON, Clustering Analysis, 1976; MICHALSKI, STEPP, & DIDAY, A recent advance in data analysis: Clustering objects into classes characterized by conjunctive concepts., 1981) proponuje się następujące podejścia:

* Reprezentacja klastra za pomocą centroida lub zestawu skrajnych punktów.
* Reprezentacja klastra za pomocą węzłów w drzewie klasyfikacji.
* Reprezentacja za pomocą wyrażeń logicznych

Z nich wszystkich najpopularniejszą metodą jest użycie centroida. Doskonale nadaje się, gdy klaster jest zwarty. W innych przypadkach jednak sobie z tym nie radzi. Wtedy użycie kolekcji punktów granicznych może z powodzeniem oddać kształt opisywanego klastra. Wtedy wielkość tej kolekcji jest proporcjonalna do skomplikowalności figury przez nią opisywanej.
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rys ‑ Przykład reprezentacji za pomocą punktów. Centroid po lewej i punkty granicznej po prawej.

## Sztuczne Sieci Neuronowe w klasteryzacji

Sztuczne Sieci Neuronowe(HERTZ, KROGH, & PALMER, 1991) znajdują szerokie zastosowanie tak w klasteryzacji jak i klasyfikacji(SETHI & JAIN, 1991; JAIN & MAO, Neural networks and pattern recognition., 1994).
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# Spis rysunków:

[rys 3‑1 Etapy w klasteryzacji 1](#_Toc290841457)

[rys 5‑1 . ukazuje prosty przykład. Punkty, w tej przestrzeni 2D cech, są zorganizowane w kształt mniej więcej równo oddalony od jednego punktu środka. Jeśli wybrać współrzędne Kartezjańskie, większość algorytmów klastrowania prawdopodobnie podzieli tą figurę na dwa lub więcej klastrów. Jeśli by jedna użyć reprezentacji koordynatów polarnych, uzyskanie pojedynczego klastra ma większe prawdopodobieństwo. 2](#_Toc290841458)

[rys 6‑1 – D i B są bardziej podobne niż B i C 4](#_Toc290841459)

[rys 7‑1 Drzewo uzyskane za pomocą algorytmu single-link 5](#_Toc290841460)

[rys 7‑2 Przykład użycia minimalnego drzewa rozpiętego o klasteryzacji. 7](#_Toc290841461)

# Spis wzorów:

[6](#_Toc290841524)
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