Strona tytułowa

Zawartość

[1 Wstęp 4](#_Toc314089350)

[2 Wprowadzenie w problematykę pracy 5](#_Toc314089351)

[2.1 Klasteryzacja 5](#_Toc314089352)

[2.1.1 Reprezentacja rekordu 5](#_Toc314089353)

[2.1.2 Miara bliskości 6](#_Toc314089354)

[2.1.3 Techniki klasteryzacji 7](#_Toc314089355)

[2.2 Algorytmy Ewolucyjne 10](#_Toc314089356)

[2.3 ?Popularne algorytmy klasteryzacji? 10](#_Toc314089357)

[2.4 ?CUDA? 10](#_Toc314089358)

[3 Opis rozwiązania 11](#_Toc314089359)

[3.1 Ogólny schemat algorytmu 11](#_Toc314089360)

[3.2 Kodowanie osobników 11](#_Toc314089361)

[3.3 Operatory genetyczne 11](#_Toc314089362)

[3.4 Ocena osobników 11](#_Toc314089363)

[1.1.1 Gęstość 11](#_Toc314089364)

[1.1.2 Łączność 11](#_Toc314089365)

[1.1.3 Rozłączność 11](#_Toc314089366)

[1.1.4 Błędność 11](#_Toc314089367)

[3.5 ?Optymalizacja dla CUDA? 11](#_Toc314089368)

[4 Wyniki Badań 12](#_Toc314089369)

[4.1 Iris 12](#_Toc314089370)

[4.2 Wine 12](#_Toc314089371)

[4.3 Cancer 12](#_Toc314089372)

[4.4 Porównanie wydajnościowe wyników uzyskanych na CUDA 12](#_Toc314089373)

[4.5 Wnioski 12](#_Toc314089374)

[5 Podsumowanie 13](#_Toc314089375)

[6 Literatura 14](#_Toc314089376)

[Wartości parametrów algorytmów 18](#_Toc314089377)

[Opis aplikacji 19](#_Toc314089378)

[Formaty plików 20](#_Toc314089379)

[Dane wejściowe 20](#_Toc314089380)

[Dane pośrednie 20](#_Toc314089381)

[Dane wyjściowe 20](#_Toc314089382)

[Parametry maszyny testowej 21](#_Toc314089383)

# Wstęp

# Wprowadzenie w problematykę pracy

Rozdział ten zawiera teoretyczne wprowadzenie do tematu, którego dotyczy niniejsza praca. Opisano w nim pokrótce Klasteryzację oraz algorytmy ewolucyjne.

## Klasteryzacja

Klasy lub, koncepcyjnie mające sens, grupy obiektów, współdzielących pewne cechy, odgrywają ważną rolę w sposobie, w jaki ludzie analizują i opisują świat. Faktycznie, ludzie posiadają dobre umiejętności w podziale obiektów na grupy (klasteryzacja) oraz w przypisywaniu poszczególnych obiektów do tych grup (klasyfikacja). Dla przykładu, nawet stosunkowo małe dzieci mogą szybko określić obiekty na zdjęciu jako budynki, samochody, ludzie, zwierzęta, rośliny, itp. W kontekście rozumienia danych, klastry są potencjalnymi klasami a analiza klastrów to badanie technik automatycznego wyszukiwania tych klas (1).

Analiza klastrów grupuje obiekty danych bazując jedynie na informacjach znalezionych w danych opisujących obiekty i ich relacje. Celem jest, aby obiekty znajdujące się w tej samej grupie były sobie podobne ( lub powiązane), a różniły się (lub były nie powiązane) z obiektami w innych grupach. Im większe jest podobieństwo wewnątrz grupy, a różnica pomiędzy grupami, tym lepsza lub wyraźniejsza jest klasteryzacja (1).

Przykład klasteryzacji przedstawiono na rys 1. Celem jest opracowanie automatycznego algorytmu, który odkryje naturalne ugrupowania (rys 1b) w nie oznaczonych danych (rys 1a). Z rys 1 wynika, że klastry mogą różnić się pod względem kształtu, wielkości oraz gęstości. Obecność szumu w danych czyni wykrywanie klastrów jeszcze trudniejszym. Idealny klaster może zostać zdefiniowany jako zbiór punktów, zwarty i odizolowany. Jednakże w rzeczywistości, klaster to subiektywny byt będący w oku patrzącego, którego znaczenie i interpretacja wymaga wiedzy na temat domeny. Gdy jednak ludzie są doskonali w wyszukiwaniu klastrów w dwóch i prawdopodobnie w trzech wymiarach, potrzebujemy zautomatyzowanych algorytmów dla danych wielowymiarowych. To i niewiadoma ilość klastrów stały się wyzwaniem, które wynikło tysiącami algorytmów, które zostały opublikowane i nadal są.
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rys - Przykład zbioru danych i wyniku jego klasteryzacji

### Reprezentacja rekordu

Rekord może mierzyć tak fizyczny obiekt (np. krzesło) jak i abstrakcyjny (np. styl pisania). Jak wspomniano powyżej, każdy obiekt reprezentowany jest, jako wektor, gdzie każdy wymiar jest pojedynczą cechą. Cechy te można podzielić na ilościowe i jakościowe. Dla przykładu, jeśli waga i kolor były by dwiema użytymi cechami, wtedy (20, black) jest reprezentacją czarnego obiektu o wadze 20 jednostek. Cechy można podzielić na następujące typy.

1. Cechy ilościowe
   1. Wartości ciągłe (np. waga)
   2. Wartości dyskretne (np. liczba komputerów)
   3. Wartości przedziału (np. czas przebiegu wydarzenia)
2. Cechy jakościowe
   1. Nominalne lub nieposortowane (np. kolor)
   2. Porządkowy (np. ranga wojskowa, temperatura („gorąco”, „zimno”), czy intensywność głośności („cicho”, „głośno”)

Można także używać cech ustrukturyzowanych, reprezentowanych przez drzewo, gdzie rodzic jest generalizacją swoich dzieci. Dla przykładu, węzeł rodzic może być generalizacją dla dzieci oznaczonych, jako „samochody”, „autobusy”, „ciężarówki” i „motory”. Dalej, węzeł „samochody” może być generalizacją samochodów typu „Toyota”, „Ford”, „Mercedes”

Ważne jest, aby wyizolować tylko te najbardziej wartościowe, opisowe i dyskryminujące cechy z zestawu wejściowego, a następnie indywidualnie poddać kolejnym przetwarzaniom analizy. Techniki wyboru cech wyznaczają podzbiory istniejących cech. Natomiast techniki ekstrakcji obliczają nowe cechy z już istniejących. W obu przypadkach celem jest polepszenie jakości klasyfikacji i/lub efektywności obliczeniowej. Dobór cech to bardzo obszerny temat, jednakże w klasteryzacji często zmuszeni jesteśmy na dokonywanie wyborów „na wyczucie” a nie rzadko jest to proces prób i błędów, gdzie wybierane są różne zestawy cech obiektów i wybór jest oceniany po zakończeniu procesu klasteryzacji.

### Miara bliskości

Jako, że podobieństwo jest podstawą definicji klastra, pomiar podobieństwa dwóch rekordów z tej samej przestrzeni cech, jest bardzo ważne dla większości procedur klasteryzacji. Z powodu różnorodności typów wartości cech i ich skalowania, miara (lub miary) podobieństwa, muszą być dobierane bardzo ostrożnie. Najbardziej powszechną praktyką jest obliczanie *miary niepodobieństwa* pomiędzy dwoma rekordami używając miary odległości zdefiniowanej na przestrzeni cech. Najczęściej w przypadku cech o wartościach ciągłych stosowana jest odległość Euklidesowa.

Odległość Euklidesowa jest intuicyjnie używane do obliczeń odległości obiektów w dwu i trzy wymiarowych przestrzeniach. Sprawuje się doskonale tak z wyizolowanymi jak i złożonymi klastrami. Wadą używania tej miary jest fakt, że szybko cechy o mniejszej skali stracą na wartości zdominowane przez cechy o większej skali. Rozwiązaniem tego problemu jest normalizacja używanych wartości lub stosowanie wag.

Obliczanie odległości pomiędzy rekordami, których część lub wszystkie cechy nie są wartościami ciągłymi, staje się o wiele trudniejsze. W ekstremalnych przypadkach wartość odległości jest określana binarnie. I tutaj jednak istnieje wiele prac, które starają się rozwiązać ten problem.

Rekordy mogą być także reprezentowane używając stringów czy struktur drzewiastych. Wymaga to wtedy syntaktycznego lub statystycznego podejścia do miary odległości. Ale są one zdecydowanie mniej przydatne.
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rys - D i B są bardziej podobne niż B i C

Są także miary odległości, który pod uwagę biorą otoczenie lub sąsiednie punkty, zwanych kontekstem. (2; 3; 4). Najważniejszym przykładem tych metod jest mutual neighbour distance (MND) zaproponowane przez (2).

Gdzie NN(**x**i, **x**j) jest numerem sąsiada **x**j w odniesieniu do punktu **x**i. Tzn. funkcja ta określa, którym z kolei najbliższym sąsiadem **x**i jest **x**j. Na rys 3 A i D są ja bliższymi sąsiadami. NN(A,D) = NN(D,A) = 1. Zatem MND(A,D) = 2. Jednakże MND(C,B) = 4. Miara ta nie jest metryczna, może ulec zmianie, gdy tylko pojawią się nowe obiekty w sąsiedztwie i nadal potrzebuje standardowej funkcji odległości. Ale z powodzeniem została zaimplementowana w aplikacjach takich jak (5).

### Techniki klasteryzacji

Na podstawie dyskusji w (6) można wprowadzić następujący podział technik klasteryzacji:

Klasteryzacja

Hierarchiczne

Partycyjne

Single-link

Complete-link

Square Error

Teoria grafów theoretic

Mixture resolving

Mode seeking

k-means

Expectation Maximization

#### Hierarchiczne algorytmy klasteryzacji

Zadaniem algorytmów hierarchicznych jest wygenerowanie drzewa reprezentującego zagnieżdżone grupowanie rekordów. Tak jak to przedstawiono na rys 4. Następnie drzewo to może zostać przecięte na dowolnym poziomie dając nam różne rozwiązania klasteryzacji tego samego zbioru danych.
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rys ‑ Drzewo uzyskane za pomocą algorytmu single-link

Większość algorytmów hierarchicznych to warianty single-link (7; 6), complete-link (8) oraz minimum-variance (9; 10). Z tych najpopularniejszymi algorytmami są single-link oraz complete-link, a różnią się jedynie charakterystyką „podobieństwa” pomiędzy klastrami. W single-link jest to minimum z odległości wszystkich par rekordów z tych klastrów (jeden rekord z jednego klastra, drugi z drugiego). Przypadku complete-link jest to maksimum. W obu przypadkach klastry są scalane używając kryterium minimalnej odległości.

#### Algorytmy partycyjne

Zamiast całej struktury klastrów, algorytmy partycyjne uzyskują pojedyncze partycje danych. Zyskują one przewagę przy dużych zbiorach, gdzie tworzenie drzew obliczeniowo jest bardzo wymagające. Jednakże największym problemem algorytmów partycyjnych jest dobór odpowiedniej liczby klastrów. Ponieważ ich liczna na ogół jest wymagana jeszcze przed rozpoczęciem algorytmu. Istnieje wiele propozycji aby znaleźć najlepsze rozwiązanie na ten problem (11). Ale w praktyce najlepszy wynik uzyskuje się poprzez wykonanie algorytmu kilka razy i wybranie najlepsze rezultatu.

**Squared error**

Najbardziej intuicyjna i najczęściej stosowana partycyjna technika klasteryzacji, która dobrze radzi sobie z klastrami wyizolowanymi i zwartymi. Jest to nic innego jak łączna suma odległości rekordów do centroidów klastrów, do których przynależą. Squared error samo w sobie nie jest technika ale kryterium oceniającym jakość rozwiązania. Dla klasteryzacji L zbioru rekordów H (zawierającego K klastrów) obliczamy za pomocą wzoru (12):

Gdzie jest i-tym rekordem należącym do j-tego klastra, a cj jest centroidem tego klastra. Najprostszym i bardzo szeroko stosowanym algorytmem, korzystającym z tego kryterium, jest k-mens (13). Rozpoczyna się on z losowym, startowym zestawem partycji, a następnie realokuje rekordy przypisując je do innych klastrów, bazując na podobieństwie rekordu do centroida, dopóki nie zostanie spełnione kryterium (np. nie było kolejnych przesunięć rekordów pomiędzy partycjami lub kryterium Squared-error przestało się znacząco zmniejszać). K-means zyskał swoją popularność dzięki łatwości implementacji oraz złożoności czasowej ( O(n), gdzie n to liczba rekordów). Ma on jednak swoje słabe strony. Jest on wrażliwy na dobór startowych partycji i może ostatecznie wyniknąć lokalnym minimum. Powstało wiele wariantów (14) tego algorytmu. Niektóre wstępnie próbują dokonać wyboru partycji startowych, aby zwiększyć swoją szansę w odnalezieniu globalnego minimum. Innym wariantem jest łączenie lub dzielenie wynikowych partycji. Jeśli różnorodność wewnątrz klastra jest zbyt duża (przekracza odp. wskaźnik), jest on dzielony na dwie osobne partycje. Jeśli natomiast centroidy dwóch klastrów są odpowiednio bliskie ich partycje są łączone. Technika ta pozwala na uzyskanie optymalnego zestawu klastrów zaczynając od całkiem innego zbioru startowego. Technika ta jest stosowana w ISODATA (15). Inne warianty k-means tworzone są poprzez zmianę funkcji kryterium. Np. algorytmy dynamiczne klasteryzacji (które dopuszczają reprezentacje klastra inną niż centroid) zaproponowane w (16; 17; 18).

**Teorie grafów**

Najlepiej znanym algorytmem używającym tego podejścia jest algorytm bazujący na skonstruowaniu z danych Minimalnego Drzewa Rozpiętego (eng. Minimal Spanning Tree - MST) (19), a następnie na usuwaniu krawędzi o największej długości w celu sformułowania klastrów. Przykład na rys 7‑2 ukazuje MST uzyskane z 8 dwu-wymiarowych punktów. Poprzez zerwania połączenia CD (krawędź z największą długością Euklidesową), uzyskujemy dwa klastry ({A, B, C} oraz {D, E, F, G, H}). Kolejny podział może zostać dokonany na krawędzi DE itd.
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rys - Przykład użycia minimalnego drzewa rozpiętego o klasteryzacji.

Podejście hierarchiczne także odnosi się do grafów. Klastry Single-link są podgrafami minimalnego drzewa rozpinającego (20; 21). Klastry complete-link są maksymalnie kompletnymi subgrafami (22) i w pracach (23; 24) uznawane są za definicję klastra. Inne podejście używające grafów w nie-hierarchicznych strukturach nakładających się klastrów prezentuje (25).

#### Klasteryzacja jednoznaczna, Nakładająca się lub Rozmyta.

Opisane do tej pory metody klasteryzacji są jednostajne, ponieważ przypisują pojedynczy obiekt wyłącznie do jednego klastra. Istnieje jednak wiele sytuacji, gdzie bardzo rozsądne jest przypisanie pojedynczego punktu danych do wielu
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