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# **분석**

## Spam DATA SET

사용 데이터(spam)

# spam데이터 설명

# 불러온 spam 데이터는 4601개의 이메일에서 등장하는 단어의 종류와 관련된 58개의 변수로 구성되어 있다.

# 58개의 변수 중 처음 48개 변수(A.1~A.48)은 총 단어 수 대비 해당 단어의 출현비율을 나타내며,

# 6개 변수(A.49~A.54)는 총 문자 수 대비 특정 문자의 출현비율을 나타내며,

# 3개 변수(A.55~A.57)은 연속되는 대문자 철자의 평균길이, 최대길이, 대문자의 총수를 나타낸다.

# 마지막 변수(spam)스팸 메일의 여부를 나타냅니다.

(표1)

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **A.1** | **A.2** | **A.3** | **A.4** | **A.5** | **A.6** | **(중략)** | **A.56** | **A.57** | **spam** |
| 0 | 0.64 | 0.64 | 0 | 0.32 | 0 | (중략) | 61 | 278 | spam |
| 0.21 | 0.28 | 0.5 | 0 | 0.14 | 0.28 | (중략) | 101 | 1028 | spam |
| 0.06 | 0 | 0.71 | 0 | 1.23 | 0.19 | (중략) | 485 | 2259 | spam |
| 0 | 0 | 0 | 0 | 0.63 | 0 | (중략) | 40 | 191 | spam |
| 0 | 0 | 0 | 0 | 0.63 | 0 | (중략) | 40 | 191 | spam |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | (중략) | …(생략) | …(생략) | …(생략) |

### 나이브 베이즈

#(1)나이브베이즈 학습 모델 생성  
 spam\_nb\_doby <- naiveBayes(spam ~ .,  
 data = spam\_train\_doBy,  
 laplace = 1)

#(2)예측 분류 결과 생성  
 spam\_nb\_pred\_doby <- predict(spam\_nb\_doby, newdata = spam\_test\_doBy, type = 'class')

#(3)나이브베이즈 적용 분류 결과 도출  
 table(spam\_nb\_pred\_doby, spam\_test\_doBy$spam)

##   
## spam\_nb\_pred\_doby email spam  
## spam 358 515  
## email 478 29

#(4)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_nb\_pred\_doby, as.factor(spam\_test\_doBy$spam))

## Warning in confusionMatrix.default(spam\_nb\_pred\_doby,  
## as.factor(spam\_test\_doBy$spam)): Levels are not in the same order for reference  
## and data. Refactoring data to match.

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 478 29  
## spam 358 515  
##   
## Accuracy : 0.7196   
## 95% CI : (0.6951, 0.7431)  
## No Information Rate : 0.6058   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.4689   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Sensitivity : 0.5718   
## Specificity : 0.9467   
## Pos Pred Value : 0.9428   
## Neg Pred Value : 0.5899   
## Prevalence : 0.6058   
## Detection Rate : 0.3464   
## Detection Prevalence : 0.3674   
## Balanced Accuracy : 0.7592   
##   
## 'Positive' Class : email

# caret패키지

#(1)모델 생성  
 ctrl <- trainControl(method="cv", 10)  
 spam\_nb\_caret <- train(spam ~ ., data = spam\_train\_caret,   
 method = 'naive\_bayes',  
 trControl = ctrl)

#(2)예측 분류 결과 생성  
 spam\_nb\_pred\_caret <- predict(spam\_nb\_caret, newdata = spam\_test\_caret)

#(3)나이브베이즈 적용 분류 결과 도출  
 table(spam\_nb\_pred\_caret, spam\_test\_caret$spam)

##   
## spam\_nb\_pred\_caret email spam  
## email 449 27  
## spam 387 516

#(4)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_nb\_pred\_caret, as.factor(spam\_test\_caret$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 449 27  
## spam 387 516  
##   
## Accuracy : 0.6998   
## 95% CI : (0.6748, 0.7239)  
## No Information Rate : 0.6062   
## P-Value [Acc > NIR] : 2.897e-13   
##   
## Kappa : 0.4366   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Sensitivity : 0.5371   
## Specificity : 0.9503   
## Pos Pred Value : 0.9433   
## Neg Pred Value : 0.5714   
## Prevalence : 0.6062   
## Detection Rate : 0.3256   
## Detection Prevalence : 0.3452   
## Balanced Accuracy : 0.7437   
##   
## 'Positive' Class : email   
##

결과)

나이브 베이즈는 신뢰수준 95%에서 신뢰하한: 0.67 신뢰상한: 0.72로 나왔다. 정확도는 약 70% 수준이었다.

**내장 패키지**에서는 laplace 옵션을 통해 **라플라스 변환 여부**를 조절할 수 있었다.

- 라플라스 추정량은 빈도표의 각 합계에 작은 숫자를 더하는데, 특징이 각 클래스에 대해 발생할 확률이 0이 되지 않게 보장한다. 보통 라플라스 추정량은 1로 설정해서 데이터에 각 클래스 특징 조합이 최소 한번은 나타나게 보장한다.

**caret 패키지**에서는 trControl의 ‘cv’옵션으로 **교차검정 횟수**를 조절할 수 있었다.

### SVM(서포트 벡터 머신)

#(1)SVM 학습 모델 생성  
 spam\_svm\_doBy <- svm(factor(spam) ~ .,  
 data = spam\_train\_doBy,  
 gamma = 0.5,  
 cost = 4)

#(2)예측 분류 결과 생성  
 spam\_svm\_pred\_doBy <- predict(spam\_svm\_doBy, newdata = spam\_test\_doBy)

#(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_svm\_pred\_doBy, factor(spam\_test\_doBy$spam))

## Warning in confusionMatrix.default(spam\_svm\_pred\_doBy,  
## factor(spam\_test\_doBy$spam)): Levels are not in the same order for reference and  
## data. Refactoring data to match.

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 830 256  
## spam 6 288  
##   
## Accuracy : 0.8101   
## 95% CI : (0.7884, 0.8305)  
## No Information Rate : 0.6058   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.5678   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Sensitivity : 0.9928   
## Specificity : 0.5294   
## Pos Pred Value : 0.7643   
## Neg Pred Value : 0.9796   
## Prevalence : 0.6058   
## Detection Rate : 0.6014   
## Detection Prevalence : 0.7870   
## Balanced Accuracy : 0.7611   
##   
## 'Positive' Class : email   
##

# caret패키지  
 #(1)caret패키지 SVM훈련 모델 생성  
 ctrl <- trainControl(method="cv", 10)  
 spam\_svm\_caret <- train(spam ~ .,  
 data = spam\_train\_caret,  
 method = 'svmRadial',  
 trControl = ctrl,  
 tuneGrid = expand.grid(sigma= 0.5 , C = 4))

#(2)caret패키지 SVM학습모델 예측 분류 결과 생성  
 spam\_svm\_pred\_caret<- predict(spam\_svm\_caret, newdata = spam\_test\_caret)

#(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_svm\_pred\_caret, factor(spam\_test\_caret$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 824 224  
## spam 12 319  
##   
## Accuracy : 0.8289   
## 95% CI : (0.8079, 0.8484)  
## No Information Rate : 0.6062   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.6152   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Sensitivity : 0.9856   
## Specificity : 0.5875   
## Pos Pred Value : 0.7863   
## Neg Pred Value : 0.9637   
## Prevalence : 0.6062   
## Detection Rate : 0.5975   
## Detection Prevalence : 0.7600   
## Balanced Accuracy : 0.7866   
##   
## 'Positive' Class : email   
##

결과)

SVM의 정확도는 약 82%였고, 각각 gamma(sigma), cost 옵션을 조절하여 **SVM 경계의 기울기**를 설정할 수 있었다.

SVM의 gamma(sigma)와, Cost 옵션은 아래와 같은 과정으로 도출되었다.

|  |
| --- |
| # tune.svm(factor(spam) ~ ., data = spam, gamma = 2^(-1:1), cost = 2^(1:4))  # 시간 오래 걸림, 결과 밑에 작성. |
| # Parameter tuning of ‘svm’: |
| # - sampling method: 10-fold cross validation |
| # - best parameters: |
| # gamma cost |
| # 0.5 4 |
| # - best performance: 0.16714 |

### 로지스틱회귀분석

#(1)glm함수 로지스틱 회귀분석 훈련모델 생성  
 spam\_glm\_doBy <- glm(factor(spam) ~ ., data = spam\_train\_doBy, family = 'binomial')

#(2)예측 분류 결과 생성  
 spam\_glm\_pred\_doBy <- predict(spam\_glm\_doBy, newdata = spam\_test\_doBy, type = 'response')

#(3)모델 성능 평가 지표(정확도 확인)  
 spam\_glm\_pred\_doBy2 <- ifelse(spam\_glm\_pred\_doBy < 0.5, 'spam', 'email') # 컷오프 0.5로 설정하여 사후확률이 0.5초과이면 spam, 0.5이하이면 email로 예측한다.  
 confusionMatrix(factor(spam\_glm\_pred\_doBy2), factor(spam\_test\_doBy$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 797 66  
## spam 39 478  
##   
## Accuracy : 0.9239   
## 95% CI : (0.9086, 0.9373)  
## No Information Rate : 0.6058   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.8393   
##   
## Mcnemar's Test P-Value : 0.01117   
##   
## Sensitivity : 0.9533   
## Specificity : 0.8787   
## Pos Pred Value : 0.9235   
## Neg Pred Value : 0.9246   
## Prevalence : 0.6058   
## Detection Rate : 0.5775   
## Detection Prevalence : 0.6254   
## Balanced Accuracy : 0.9160   
##   
## 'Positive' Class : email   
##

# caret 패키지  
 #(1)caret 패키지 로지스틱 회귀 훈련 모델 생성  
 ctrl <- trainControl(method="cv", 10)  
 spam\_glm\_caret <- train(factor(spam) ~ .,  
 data = spam\_train\_caret,  
 method = 'glm',  
 trControl = ctrl)

#(2)caret패키지 로지스틱 회귀 예측 분류 결과 생성  
 spam\_glm\_pred\_caret <- predict(spam\_glm\_caret, newdata =spam\_test\_caret, type = 'raw')

#(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(factor(spam\_glm\_pred\_caret), factor(spam\_test\_caret$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 792 87  
## spam 44 456  
##   
## Accuracy : 0.905   
## 95% CI : (0.8883, 0.92)  
## No Information Rate : 0.6062   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7982   
##   
## Mcnemar's Test P-Value : 0.000243   
##   
## Sensitivity : 0.9474   
## Specificity : 0.8398   
## Pos Pred Value : 0.9010   
## Neg Pred Value : 0.9120   
## Prevalence : 0.6062   
## Detection Rate : 0.5743   
## Detection Prevalence : 0.6374   
## Balanced Accuracy : 0.8936   
##   
## 'Positive' Class : email   
##

결과)

정확도는 약 90%가 나왔다. stats패키지의 glm함수는 이분형 로지스틱 분석을 위해서 **별도로 binomial을 지정**해야 했지만, caret 패키지는 **자동**으로 이항분류를 해주었다.

### KNN(최근접 이웃 모델)

# class 패키지  
 #(1)doBy 데이터 셋 라벨링  
 spam\_train\_label\_doBy <- spam$spam[nurow]   
 spam\_test\_label\_doBy <- spam$spam[-nurow]

#(2)class패키지 knn학습모델 생성(k = 57)  
 spam\_knn\_doBy <- knn(train = spam\_train\_doBy[,-58],  
 test = spam\_test\_doBy[,-58],  
 cl = spam\_train\_label\_doBy,  
 k = 57)

#(3)class패키지 knn학습모델 분류 결과 도출  
 tt <- table(spam\_test\_label\_doBy, spam\_knn\_doBy)

#(4)모델 성능 평가 지표(정확도 확인)  
 sum(tt[row(tt) == col(tt)])/sum(tt) # 정분류율

## [1] 0.884058

1-sum(tt[row(tt) == col(tt)])/sum(tt) # 오분류율

## [1] 0.115942

# caret 패키지  
 #(1)caret패키지 knn학습모델 생성(k = 57)  
 tune <- trainControl(method = 'cv', number = 10)  
 spam\_knn\_caret <- train(spam ~ ., data = spam\_train\_caret,  
 method = 'knn',  
 tuneGrid = expand.grid(k=57),  
 trControl = tune)

#(2)caret패키지 knn학습모델 분류 결과 도출  
 spam\_knn\_pred\_caret<- predict(spam\_knn\_caret, newdata = spam\_test\_caret)

#(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_knn\_pred\_caret, as.factor(spam\_test\_caret$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 745 80  
## spam 91 463  
##   
## Accuracy : 0.876   
## 95% CI : (0.8574, 0.8929)  
## No Information Rate : 0.6062   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.7412   
##   
## Mcnemar's Test P-Value : 0.4444   
##   
## Sensitivity : 0.8911   
## Specificity : 0.8527   
## Pos Pred Value : 0.9030   
## Neg Pred Value : 0.8357   
## Prevalence : 0.6062   
## Detection Rate : 0.5402   
## Detection Prevalence : 0.5983   
## Balanced Accuracy : 0.8719   
##   
## 'Positive' Class : email   
##

결과)

KNN 분석을 위해서는 별도의 라벨링이 필요하다. 정확도는 약 88%가 나왔다.

**옵션 설명**

# k=57 설정 이유, k의 제곱이 nrow(data)값과 비슷하게 나오는 k를 설정

# k는 홀수로 설정, k를 짝수로 설정하지 않는 이유는

# 만일 근처 데이터에 상반된 유형이 반으로 나뉘게 된다면,

# 해당 데이터를 무엇으로 분류해야 할지에 대한 교착 상태가 일어나기 때문

### 인공신경망

#nnet 패키지  
 #(1)nnet패키지 인공신경망 학습모델 생성  
 spam\_nnet\_doBy <- nnet(factor(spam) ~ .,  
 data = spam\_train\_doBy,  
 size = 4,  
 decay = 5e-04) # 가장 정확하다는 옵션 선택.

#(2)nnet패키지 인공신경망 학습모델 분류 결과 도출  
 spam\_nnet\_pred\_doBy <- predict(spam\_nnet\_doBy, newdata = spam\_test\_doBy, type = 'class')  
   
 #(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(factor(spam\_nnet\_pred\_doBy), factor(spam\_test\_doBy$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 796 56  
## spam 40 488  
##   
## Accuracy : 0.9304   
## 95% CI : (0.9157, 0.9433)  
## No Information Rate : 0.6058   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8536   
##   
## Mcnemar's Test P-Value : 0.1258   
##   
## Sensitivity : 0.9522   
## Specificity : 0.8971   
## Pos Pred Value : 0.9343   
## Neg Pred Value : 0.9242   
## Prevalence : 0.6058   
## Detection Rate : 0.5768   
## Detection Prevalence : 0.6174   
## Balanced Accuracy : 0.9246   
##   
## 'Positive' Class : email   
##

#caret패키지  
 #(1)caret패키지 인공 신경망 학습모델 생성  
 spma\_nnet\_caret <- train(spam ~ .,  
 data = spam\_train\_caret,  
 method = 'nnet',  
 trace = F,  
 tuneGrid = expand.grid(.size= 4, .decay = 5e-04))  
   
 #(2)caret패키지 인공 신경망학습모델 분류 결과 도출  
 spam\_nnet\_pred\_caret<- predict(spma\_nnet\_caret, newdata = spam\_test\_caret)  
   
 #(3)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(spam\_nnet\_pred\_caret, as.factor(spam\_test\_caret$spam))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction email spam  
## email 803 40  
## spam 33 503  
##   
## Accuracy : 0.9471   
## 95% CI : (0.9339, 0.9583)  
## No Information Rate : 0.6062   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.8889   
##   
## Mcnemar's Test P-Value : 0.4825   
##   
## Sensitivity : 0.9605   
## Specificity : 0.9263   
## Pos Pred Value : 0.9526   
## Neg Pred Value : 0.9384   
## Prevalence : 0.6062   
## Detection Rate : 0.5823   
## Detection Prevalence : 0.6113   
## Balanced Accuracy : 0.9434   
##   
## 'Positive' Class : email   
##

결과)

정확도는 약 94%가 나왔다.

**은닉층의 개수는 4개로 설정**했을 때 가장 좋은 결과값을 보였다.

## Abalone DATA SET

사용 데이터(Abalone)

# Abalone데이터 설명

# 불러온 Abalone 데이터는 4177개의 전복에서 관측된 9개의 변수로 구성되어 있다.

# 9개의 변수 중 첫번째 컬럼은 범주형 변수에 속하며, 8개의 컬럼이 연속형 변수이다.

# 각 변수에 대한 설명

Sex 성별 Length 길이 Diameter 직경 Height 높이 Whole weight 전체 무게 Shucked weight 축소된 무게 Viscera weight 내장 무게 Shell weight 껍질 무게 Rings +1.5를 한 전복의 나이

(표2)

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Sex | Length | Diameter | Height | Whole weight | Shucked weight | Viscera weight | Shell weight | Rings |
| M | 0.455 | 0.365 | 0.095 | 0.514 | 0.2245 | 0.101 | 0.15 | 15 |
| M | 0.35 | 0.265 | 0.09 | 0.2255 | 0.0995 | 0.0485 | 0.07 | 7 |
| F | 0.53 | 0.42 | 0.135 | 0.677 | 0.2565 | 0.1415 | 0.21 | 9 |
| M | 0.44 | 0.365 | 0.125 | 0.516 | 0.2155 | 0.114 | 0.155 | 10 |
| I | 0.33 | 0.255 | 0.08 | 0.205 | 0.0895 | 0.0395 | 0.055 | 7 |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) |

**# 종속변수가 범주형이고 설명변수가 연속형의 자료이므로,**

**# 통계기반 분석기법에서는 다중회귀분석을 실시할 수 있고,**

**# ML기반 분석기법은 의사결정나무를 활용했다.**

### 의사결정나무

#귀무가설: 각종 전복의 수치로 성별을 오차범위 5%내로 구분할 수 없다.

#대립가설: 각종 전복의 수치로 성별을 오차범위 5%내로 구분할 수 있다.

# party 패키지  
 #(1)학습모델 생성  
 treeOption1 <- ctree\_control(maxdepth = 10)  
 abalone\_tree1 <- ctree(Sex~.,  
 data = abalone\_doBy\_train,  
 controls = treeOption1)  
   
 #(2)예측치 생성  
 table(abalone\_doBy\_train$Sex, predict(abalone\_tree1,data=abalone\_doBy\_train),dnn=c('Actual','Predicted'))

## Predicted  
## Actual M F  
## M 1070 0  
## F 915 0

#(3)모형의 정확성 검정  
 confusionMatrix(data=abalone\_doBy\_test$Sex,predict(abalone\_tree1,abalone\_doBy\_test))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction M F  
## M 458 0  
## F 392 0  
##   
## Accuracy : 0.5388   
## 95% CI : (0.5046, 0.5727)  
## No Information Rate : 1   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.5388   
## Specificity : NA   
## Pos Pred Value : NA   
## Neg Pred Value : NA   
## Prevalence : 1.0000   
## Detection Rate : 0.5388   
## Detection Prevalence : 0.5388   
## Balanced Accuracy : NA   
##   
## 'Positive' Class : M   
##

# caret 패키지  
 #(1)모델 생성 및 시각화  
 treemod <- train(Sex ~., method = "ctree", data=abalone\_caret\_train)  
   
 #(2)예측 및 모델 평가  
 pred = predict(newdata=abalone\_caret\_test,treemod)  
   
 #(3)모델 평가  
 confusionMatrix(pred, abalone\_caret\_test$Sex)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction F M  
## F 0 0  
## M 392 458  
##   
## Accuracy : 0.5388   
## 95% CI : (0.5046, 0.5727)  
## No Information Rate : 0.5388   
## P-Value [Acc > NIR] : 0.5141   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.0000   
## Specificity : 1.0000   
## Pos Pred Value : NaN   
## Neg Pred Value : 0.5388   
## Prevalence : 0.4612   
## Detection Rate : 0.0000   
## Detection Prevalence : 0.0000   
## Balanced Accuracy : 0.5000   
##   
## 'Positive' Class : F   
##

결과)

정확도는 약 54%가 나왔다. 여기서 p-value값이 유의수준 95%하에서 0.05보다 크므로, **대립가설을 기각**한다. 따라서, 전복의 성별은 전복의 각종 수치로는 구별이 불가능하다.

### 다중회귀분석

#stats 패키지  
 #(1)학습모델 생성  
 abalone\_lm\_model <- lm(Rings ~., data=abalone\_doBy\_train)  
 summary(abalone\_lm\_model) #p-값 확인: 0.05이하이므로 독립변수들 간의 모형은 유의하다.

##   
## Call:  
## lm(formula = Rings ~ ., data = abalone\_doBy\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8.1433 -1.5427 -0.3353 1.0634 14.1013   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 6.39722 0.57106 11.202 < 2e-16 \*\*\*  
## SexF -0.04994 0.10706 -0.466 0.640970   
## Length -4.80674 2.82705 -1.700 0.089237 .   
## Diameter 10.17192 3.36076 3.027 0.002505 \*\*   
## Height 6.27662 1.87442 3.349 0.000828 \*\*\*  
## WholeWeight 9.66846 1.01999 9.479 < 2e-16 \*\*\*  
## ShuckedWeight -19.70785 1.14724 -17.179 < 2e-16 \*\*\*  
## VisceraWeight -8.07370 1.73508 -4.653 3.48e-06 \*\*\*  
## ShellWeight 8.05941 1.56909 5.136 3.08e-07 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.35 on 1976 degrees of freedom  
## Multiple R-squared: 0.388, Adjusted R-squared: 0.3855   
## F-statistic: 156.6 on 8 and 1976 DF, p-value: < 2.2e-16

#(2)다중공선성 확인

vif(abalone\_lm\_model)

## Sex Length Diameter Height WholeWeight   
## 1.024155 25.601069 24.450132 1.926609 74.467523   
## ShuckedWeight VisceraWeight ShellWeight   
## 20.856707 11.018083 14.174415

#(3)다중공선성 문제가 가장 심각한 변수를 제외한다.  
 abalone\_lm\_model2 <- lm(Rings ~ ., data = abalone\_doBy\_train[,-5])  
 summary(abalone\_lm\_model2)

##   
## Call:  
## lm(formula = Rings ~ ., data = abalone\_doBy\_train[, -5])  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -7.8495 -1.5804 -0.3865 1.0531 15.9758   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 5.98245 0.58203 10.279 < 2e-16 \*\*\*  
## SexF -0.03332 0.10943 -0.304 0.760820   
## Length -4.98590 2.88981 -1.725 0.084623 .   
## Diameter 11.75263 3.43122 3.425 0.000627 \*\*\*  
## Height 6.07713 1.91596 3.172 0.001538 \*\*   
## ShuckedWeight -10.62379 0.64468 -16.479 < 2e-16 \*\*\*  
## VisceraWeight 1.89333 1.41085 1.342 0.179757   
## ShellWeight 19.89890 0.97082 20.497 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.402 on 1977 degrees of freedom  
## Multiple R-squared: 0.3601, Adjusted R-squared: 0.3579   
## F-statistic: 159 on 7 and 1977 DF, p-value: < 2.2e-16

#결과 해석  
 # 성별의 p-값이 다소 높지만 큰 영향을 주는 변수는 아니기 때문에 무시하기로 한다.  
 # 그 외에 Rings에 가장 큰영향을 미치는 변수는 Shellweight, Diameter, shuckedWeight  
 # 순서로 영향을 미쳤다.

#caret 패키지  
 #(1) 학습모델 생성  
 ctrl <- trainControl(method="cv", 10)  
 abalone\_lm\_caret <- train(Rings ~ .,  
 data = abalone\_caret\_train[,-5],  
 na.action = na.omit,  
 method = 'lm',  
 trControl = ctrl)  
 summary(abalone\_lm\_caret)

##   
## Call:  
## lm(formula = .outcome ~ ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8.0582 -1.5746 -0.3984 1.0633 16.0481   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 5.09354 0.61048 8.343 < 2e-16 \*\*\*  
## SexM -0.07135 0.11187 -0.638 0.5237   
## Length -1.38573 3.01179 -0.460 0.6455   
## Diameter 8.00091 3.59880 2.223 0.0263 \*   
## Height 15.11430 3.21720 4.698 2.81e-06 \*\*\*  
## ShuckedWeight -10.64442 0.66911 -15.908 < 2e-16 \*\*\*  
## VisceraWeight -1.19942 1.48258 -0.809 0.4186   
## ShellWeight 19.46719 1.00007 19.466 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.459 on 1977 degrees of freedom  
## Multiple R-squared: 0.3714, Adjusted R-squared: 0.3692   
## F-statistic: 166.9 on 7 and 1977 DF, p-value: < 2.2e-16

#결과 해석  
 # 그 외에 Rings에 가장 큰영향을 미치는 변수는 Shellweight, Height, shuckedWeight  
 # 순으로 파악됐다.

## Titanic DATA SET

사용 데이터(Titanic)

# Titanic 데이터 설명

# 불러온 Titanic 데이터는 타이타닉 호 사고 사건에 관련한 1309명 승객 정보와 14개의 변수로 구성 되어있다.

# 14개의 변수 구성

# 범주형 변수 : pclass, survived, name, sex, embarked

# 연속형 변수 : age, sibsp, parch, fare

# 제외 변수 : ticket, cabin, boat, body, home.dest

# 각 변수에 대한 설명

|  |  |
| --- | --- |
| **pclass** | 1, 2, 3등석 정보를 각각 1, 2, 3으로 저장 |
| **survived** | 생존 여부. survived(생존), dead(사망) |
| **name** | 이름 |
| **sex** | 성별. female(여성), male(남성) |
| **age** | 나이 |
| **sibsp** | 함께 탑승한 형제 또는 배우자의 수 |
| **parch** | 함께 탑승한 부모 또는 자녀의 수 |
| **ticket** | 티켓 번호(제외) |
| **fare** | 티켓 요금 |
| **cabin** | 선실 번호(제외) |
| **embarked** | 탑승한 곳. C(Cherbourg), Q(Queenstown), S(Southampton) |

(표3)

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| pclass | survived | name | sex | age | sibsp | parch | fare | embarked |
| 1 | 1 | Allen, Miss. Elisabeth Walton | female | 29 | 0 | 0 | 211.3375 | S |
| 1 | 1 | Allison, Master. Hudson Trevor | male | 0.92 | 1 | 2 | 151.55 | S |
| 1 | 0 | Allison, Miss. Helen Loraine | female | 2 | 1 | 2 | 151.55 | S |
| 1 | 0 | Allison, Mr. Hudson Joshua Creighton | male | 30 | 1 | 2 | 151.55 | S |
| 1 | 0 | Allison, Mrs. Hudson J C (Bessie Waldo Daniels) | female | 25 | 1 | 2 | 151.55 | S |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) |

**# 종속변수가 범주형이고 설명변수가 혼합형의 자료이므로,**

**# 통계기반 분석기법에서는 Two sample T-test 기법을 적용했고,**

**# ML기반 분석기법에서는 randomForest 기법을 적용했다.**

### two sample T-test

# stats 패키지  
 #(1)대응하는 두 집단 생성  
 dead <- subset(titanic\_doBy\_train,titanic\_doBy\_train$survived == 0)  
   
 #(2)양측 검정 - titanic객체의 기존 모집단의 평균 28.92세 비교  
 t.test(dead$age, mu = 28.92)

##   
## One Sample t-test  
##   
## data: dead$age  
## t = 2.0755, df = 427, p-value = 0.03854  
## alternative hypothesis: true mean is not equal to 28.92  
## 95 percent confidence interval:  
## 28.99576 31.70438  
## sample estimates:  
## mean of x   
## 30.35007

qqnorm(dead$age)  
 qqline(dead$age, lty = 1, col = "blue")

![](data:image/png;base64,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)

t.test(dead$age, mu = 28.92, alter = "two.side", conf.level = 0.95)

##   
## One Sample t-test  
##   
## data: dead$age  
## t = 2.0755, df = 427, p-value = 0.03854  
## alternative hypothesis: true mean is not equal to 28.92  
## 95 percent confidence interval:  
## 28.99576 31.70438  
## sample estimates:  
## mean of x   
## 30.35007

#p-값이 유의수준 0.05보다 낮기 때문에 평균 수명에 차이가 있다고 볼 수 있다.  
   
 #(3)단측 검정 - 방향성을 가짐  
 t.test(dead$age, mu = 28.92, alter= "greater", conf.level = 0.95)

##   
## One Sample t-test  
##   
## data: dead$age  
## t = 2.0755, df = 427, p-value = 0.01927  
## alternative hypothesis: true mean is greater than 28.92  
## 95 percent confidence interval:  
## 29.21425 Inf  
## sample estimates:  
## mean of x   
## 30.35007

#(4)귀무가설의 임계값 계산  
 qt(0.05,427,lower.tail = F)

## [1] 1.64843

#귀무가설을 기각할 수 있는 임계값 = 1.64843#검정통계량 t=2.0755, 유의확률P=0.01927

# caret 패키지  
 #(1)대응하는 두 집단 생성  
 dead2 <- subset(titanic\_caret\_train,titanic\_caret\_train$survived == 0)  
   
 #(2)양측 검정 - titanic객체의 기존 모집단의 평균 28.92세 비교  
 t.test(dead2$age, mu = 28.92)

##   
## One Sample t-test  
##   
## data: dead2$age  
## t = 2.4023, df = 434, p-value = 0.01671  
## alternative hypothesis: true mean is not equal to 28.92  
## 95 percent confidence interval:  
## 29.20715 31.79091  
## sample estimates:  
## mean of x   
## 30.49903

qqnorm(dead2$age)  
 qqline(dead2$age, lty = 1, col = "blue")
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t.test(dead2$age, mu = 28.92, alter = "two.side", conf.level = 0.95)

##   
## One Sample t-test  
##   
## data: dead2$age  
## t = 2.4023, df = 434, p-value = 0.01671  
## alternative hypothesis: true mean is not equal to 28.92  
## 95 percent confidence interval:  
## 29.20715 31.79091  
## sample estimates:  
## mean of x   
## 30.49903

#(3)단측 검정 - 방향성을 가짐  
 t.test(dead2$age, mu = 28.92, alter= "greater", conf.level = 0.95)

##   
## One Sample t-test  
##   
## data: dead2$age  
## t = 2.4023, df = 434, p-value = 0.008355  
## alternative hypothesis: true mean is greater than 28.92  
## 95 percent confidence interval:  
## 29.41557 Inf  
## sample estimates:  
## mean of x   
## 30.49903

#(4)귀무가설의 임계값 계산  
 qt(0.05,434,lower.tail = F)

## [1] 1.648372

#귀무가설을 기각할 수 있는 임계값 = 1.64837#검정통계량 t=2.4023, 유의확률P=0.008355# 결론: 유의수준 0.05에서 귀무가설이 기각되므로,# 성별은 평균생존률에 차이가 있다.

### 랜덤포레스트

#(1)randomForest 패키지  
 # 모델 생성  
 titanic\_RF\_RF <- randomForest(survived~age+sex+embarked,  
 data=titanic\_doBy\_train,  
 na.action = na.omit,  
 ntree=100,  
 proximity=T)  
 table(titanic\_doBy\_train$survived)

##   
## 0 1   
## 428 299

plot(titanic\_RF\_RF,main="RF Model of titanic")
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importance(titanic\_RF\_RF) # 노드 불순도 개선에 기여한 변수: sex > age > embarked

## MeanDecreaseGini  
## age 18.14739  
## sex 74.84015  
## embarked 16.11502

# 예측치 생성  
 titan\_pred\_doBy<- predict(titanic\_RF\_RF,  
 newdata = titanic\_doBy\_test)  
 confusionMatrix(titan\_pred\_doBy, factor(titanic\_doBy\_test$survived))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 160 40  
## 1 28 94  
##   
## Accuracy : 0.7888   
## 95% CI : (0.7401, 0.8321)  
## No Information Rate : 0.5839   
## P-Value [Acc > NIR] : 5.987e-15   
##   
## Kappa : 0.5598   
##   
## Mcnemar's Test P-Value : 0.1822   
##   
## Sensitivity : 0.8511   
## Specificity : 0.7015   
## Pos Pred Value : 0.8000   
## Neg Pred Value : 0.7705   
## Prevalence : 0.5839   
## Detection Rate : 0.4969   
## Detection Prevalence : 0.6211   
## Balanced Accuracy : 0.7763   
##   
## 'Positive' Class : 0   
##

# 정확도 약79%

#(2)caret 패키지  
 ctrl <- trainControl(method="cv", 3)  
 titanic\_RF\_caret <- train(survived ~ age+sex+embarked,  
 data = titanic\_caret\_train,  
 na.action = na.omit,  
 method = 'cforest',  
 trControl = ctrl)  
 titan\_pred\_caret<- predict(titanic\_RF\_caret,  
 newdata = titanic\_caret\_test)  
   
 titan\_caret\_test <- subset(titanic\_caret\_test,!is.na(titanic\_caret\_test$age))  
 confusionMatrix(titan\_pred\_caret, factor(titan\_caret\_test$survived))

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 156 42  
## 1 28 82  
##   
## Accuracy : 0.7727   
## 95% CI : (0.7218, 0.8183)  
## No Information Rate : 0.5974   
## P-Value [Acc > NIR] : 5.767e-11   
##   
## Kappa : 0.5187   
##   
## Mcnemar's Test P-Value : 0.1202   
##   
## Sensitivity : 0.8478   
## Specificity : 0.6613   
## Pos Pred Value : 0.7879   
## Neg Pred Value : 0.7455   
## Prevalence : 0.5974   
## Detection Rate : 0.5065   
## Detection Prevalence : 0.6429   
## Balanced Accuracy : 0.7546   
##   
## 'Positive' Class : 0   
##

# 정확도 약77%

결과)

정확도는 약 78%가 나왔다.

노드 불순도 개선에 가장 많이 기여한 변수는 Sex > age > 탑승위치 순이였다.

doBy에서는 아래와 같은 옵션을 사용하였다.

ntree=100 : 나무의 가지 개수 100개

proximity=T : 개체들 간의 근접도 행렬을 제공: 동일한 최종노드에 포함되는 빈도에 기초한다.

## Women DATA SET

# Women 데이터 설명

# 불러온 Women 데이터는 15명의 임의 정보와 2개의 변수로 구성 되어있다.

# 2개의 변수 구성

# 연속형 변수 : height, weight

# 각 변수에 대한 설명

# height : 미국 여성의 몸무게(lb)

# weight : 미국 여성의 키(in)

(표5)

|  |  |  |
| --- | --- | --- |
| index | height | weight |
| 1 | 58 | 115 |
| 2 | 59 | 117 |
| 3 | 60 | 120 |
| 4 | 61 | 123 |
| 5 | 62 | 126 |
| …(생략) | …(생략) | …(생략) |

**# 종속변수와 설명변수 모두 수치형의 자료이다.**

**# 통계기반의 단순선형회귀를 활용할 수 있다.**

### 단순선형회귀

# stats 패키지  
 #(1)모델 생성  
 lm\_women <- lm(weight ~ height, data = women\_doBy\_train)  
 summary(lm\_women)

##   
## Call:  
## lm(formula = weight ~ height, data = women\_doBy\_train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.7333 -1.1333 -0.3833 0.7417 3.1167   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -87.51667 5.93694 -14.74 1.71e-09 \*\*\*  
## height 3.45000 0.09114 37.85 1.09e-14 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.525 on 13 degrees of freedom  
## Multiple R-squared: 0.991, Adjusted R-squared: 0.9903   
## F-statistic: 1433 on 1 and 13 DF, p-value: 1.091e-14

# 키가 몸무게에 미치는 영향  
 # 위 결과 키가 몸무게에 대한 설명을 Adjusted R-squared: 0.9903 = 99%만큼 할 수 있다.   
 # p값 : 1.091e-14 / 0.05(유의수준) 작으므로 키는 몸무게에 영향을 미친다.

# 선형회귀 시각화  
 plot(women$weight, women$height)
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# 잔차 정규성 검정  
 shapiro.test(lm\_women$residuals)

##   
## Shapiro-Wilk normality test  
##   
## data: lm\_women$residuals  
## W = 0.91909, p-value = 0.1866

# Caret Package  
 #(1)모델 생성  
 basic\_model\_lm <-train(weight ~.,  
 data=women\_caret\_train,  
 method="lm")  
 summary(basic\_model\_lm) # 모델의 전체 요약값

##   
## Call:  
## lm(formula = .outcome ~ ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.4621 -0.9546 -0.2046 0.5987 3.1437   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -90.056 6.734 -13.37 1.05e-07 \*\*\*  
## height 3.485 0.103 33.83 1.20e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.421 on 10 degrees of freedom  
## Multiple R-squared: 0.9913, Adjusted R-squared: 0.9905   
## F-statistic: 1145 on 1 and 10 DF, p-value: 1.204e-11

regressControl <- trainControl(method="repeatedcv", number = 4, repeats = 5)   
   
 regress <- train(weight ~ height,  
 data = women\_caret\_train,  
 method = "lm",  
 trControl = regressControl,   
 tuneGrid = expand.grid(intercept = FALSE))  
   
 summary(regress)

##   
## Call:  
## lm(formula = .outcome ~ 0 + ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -7.481 -5.033 -1.195 3.003 12.091   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## height 2.110 0.026 81.16 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.887 on 11 degrees of freedom  
## Multiple R-squared: 0.9983, Adjusted R-squared: 0.9982   
## F-statistic: 6586 on 1 and 11 DF, p-value: < 2.2e-16

결과)

caret 패키지에서는 tuneGrid의 intercept = F 옵션을 통해 절편을 x값에 포함하여 계산할 수 있다.

## economics Data Set

사용 데이터(economics)

# economics 데이터 설명

# 불러온 economics 데이터는 574개의 미국 연도별 경제의 관측치에 관한 6개의 변수로 구성 되어있다.

# 6개의 변수 구성

# 범주형 변수 : 없음

# 연속형 변수 : date, pce, pop, psavert, uempmed, unemploy

# 각 변수에 대한 설명

|  |  |
| --- | --- |
| Date | 데이터 수집 월 |
| pce | 개인 소비 지출 |
| Pop | 인구수 |
| Psavert | 개인 저축률 |
| uempmed | 실업 기간 |
| unemploy | 실업자 수(단위: 1,000명) |

(표6)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| index | date | pce | pop | psavert | uempmed | unemploy |
| 1 | 1967-07-01 | 506.7 | 198712 | 12.6 | 4.5 | 2944 |
| 2 | 1967-08-01 | 509.8 | 198911 | 12.6 | 4.7 | 2945 |
| 3 | 1967-09-01 | 515.6 | 199113 | 11.9 | 4.6 | 2958 |
| 4 | 1967-10-01 | 512.2 | 199311 | 12.9 | 4.9 | 3143 |
| 5 | 1967-11-01 | 517.4 | 199498 | 12.8 | 4.7 | 3066 |
| 6 | 1967-12-01 | 525.1 | 199657 | 11.8 | 4.8 | 3018 |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) |

* 1. 시계열

# caret 패키지  
plot(economics$unemploy,type = "l")

![](data:image/png;base64,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)

myTimeControl <- trainControl(method = "timeslice",  
 initialWindow = 36,  
 horizon = 12,  
 fixedWindow = TRUE)  
  
plsFitTime <- train(unemploy ~ .,  
 data = economics,  
 method = "pls",  
 preProc = c("center", "scale"),  
 trControl = myTimeControl)  
plsFitTime

## Partial Least Squares   
##   
## 574 samples  
## 5 predictor  
##   
## Pre-processing: centered (5), scaled (5)   
## Resampling: Rolling Forecasting Origin Resampling (12 held-out with a fixed window)   
## Summary of sample sizes: 36, 36, 36, 36, 36, 36, ...   
## Resampling results across tuning parameters:  
##   
## ncomp RMSE Rsquared MAE   
## 1 1091.9049 0.4250687 1008.481  
## 2 919.0868 0.3845386 823.527  
## 3 861.3382 0.3847531 769.253  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was ncomp = 3.

# 3단계 : 예측  
pred <- predict(plsFitTime, economics)  
  
asdf <- cbind(pred, economics[,c(1,6)])  
ggplot(asdf, aes(x = date, y = unemploy)) +  
 geom\_line(color = 'blue') + geom\_line(aes(x = date, y = pred), color = 'red')
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## Pima.te DATA SET

사용 데이터(Pima.te)

# Pima.te 데이터 설명

# 불러온 Pima.te 데이터는 332명의 인디언 여성의 당뇨병 관측치에 관한 8개의 변수로 구성 되어있다.

# 8개의 변수 구성

# 범주형 변수 : type

# 연속형 변수 : npreg, glu, bp, skin, bmi, ped, age

# 각 변수에 대한 설명

|  |  |
| --- | --- |
| Npreg | 임신 수 |
| Glu | 혈장 포도당 농도 |
| Bp | 이완기 혈압 |
| Skin | 삼두근 피부 주름 두께 |
| Bmi | 체질량 지수(체중(kg)/(높이(m))\(^2\)) |
| Ped | 당뇨별 혈통 기능 |
| Age | 나이 |
| type | 당뇨병 여부(yes or no) |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| index | npreg | glu | bp | skin | bmi | ped | age | type |
| 1 | 6 | 148 | 72 | 35 | 33.6 | 0.627 | 50 | Yes |
| 2 | 1 | 85 | 66 | 29 | 26.6 | 0.351 | 31 | No |
| 3 | 1 | 89 | 66 | 23 | 28.1 | 0.167 | 21 | No |
| 4 | 3 | 78 | 50 | 32 | 31 | 0.248 | 26 | Yes |
| 5 | 2 | 197 | 70 | 45 | 30.5 | 0.158 | 53 | Yes |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) |

* 1. Roc커브

# randomforest 패키지  
#(1)모델 생성  
Diag\_DF <- data.frame(Attribute=c(colnames(Pima.te)[1:7]), AUC=NA) # AUC 계산을 위한 데이터 프레임을 생성합니다.   
  
for(i in 1:nrow(Diag\_DF)){  
 roc\_result <- roc(Pima.te$type, Pima.te[,as.character(Diag\_DF$Attribute[i])]) # 확진 결과에 대한 데이터(type)와 진단 방법에 대한 후보 변수를 입력하여 AUC를 계산합니다.   
 Diag\_DF[i,'AUC'] <- roc\_result$auc} # AUC 값을 입력합니다.

Diag\_DF <- Diag\_DF[order(-Diag\_DF$AUC),] # AUC 값을 오름차순 정렬합니다.  
Diag\_DF # 결과를 확인해보면 "glu" 변수가 가장 좋은 성능임을 확인 할 수 있습니다.

## Attribute AUC  
## 2 glu 0.7970543  
## 7 age 0.7210886  
## 5 bmi 0.6839799  
## 4 skin 0.6656313  
## 6 ped 0.6563541  
## 1 npreg 0.6201094  
## 3 bp 0.6097626

# AUC가 가장 높은 "glu" 변수를 사용하여 ROC curve를 그리기  
glu\_roc <- roc(Pima.te$type, Pima.te$glu) # "glu" 변수에 대한 ROC를 계산하여 value로 저장합니다.

## Setting levels: control = No, case = Yes  
## Setting direction: controls < cases

plot.roc(glu\_roc, # roc를 계산한 value를 입력합니다.  
 col="red", # 선의 색상을 설정합니다.  
 print.auc=TRUE, # auc 값을 출력하도록 설정합니다.  
 max.auc.polygon=TRUE, # auc의 최대 면적을 출력하도록 설정합니다.  
 print.thres=TRUE, print.thres.pch=19, print.thres.col = "red", # 기준치(cut-off value)에 대한 출력, 포인트, 색상을 설정합니다.  
 auc.polygon=TRUE, auc.polygon.col="#D1F2EB") # 선 아래 면적에 대한 출력, 색상을 설정합니다.
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# caret 패키지  
#(1)모델 생성  
a <- train(type ~ .,  
 data = Pima.te,  
 method='rocc')  
plot(a)
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summary(a)

## Length Class Mode   
## AUCs 3 data.frame list   
## genes 7 -none- character  
## positiv 0 -none- character  
## negativ 7 -none- character  
## metagene.expression 332 -none- numeric   
## metagene.expression.ranked 331 -none- numeric   
## cutoffvalue 1 -none- numeric   
## method 1 -none- character  
## xNames 7 -none- character  
## problemType 1 -none- character  
## tuneValue 1 data.frame list   
## obsLevels 2 -none- character  
## param 0 -none- list

결과)

pROC 패키지로 ROC Curve를 그리면 데이터의 특이도와 민감도를 구해준다.

## Iris DATA SET

# Iris 데이터 설명

# 불러온 Iris 데이터는 150개의 붓꽃데이터의 관측치에 관한 5개의 변수로 구성 되어있다.

# 14개의 변수 구성

# 범주형 변수 species

# 연속형 변수 : speal.length, sepal,width, petal.length, petal.width

# 각 변수에 대한 설명

Species : iris의 종류. setosa, versicolor, virginica로 이루어져 있음

Sepal.Width : 꽃받침 너비

Sepal.Length : 꽃받침 길이

Petal.Width : 꽃잎 너비

Petal.Length : 꽃잎 길이

(표4)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| index | Sepal.Length | Sepal.Width | Petal.Length | Petal.Width | Species |
| 1 | 5.1 | 3.5 | 1.4 | 0.2 | setosa |
| 2 | 4.9 | 3 | 1.4 | 0.2 | setosa |
| 3 | 4.7 | 3.2 | 1.3 | 0.2 | setosa |
| 4 | 4.6 | 3.1 | 1.5 | 0.2 | setosa |
| …(생략) | …(생략) | …(생략) | …(생략) | …(생략) | …(생략) |

**# 종속변수가 범주형이고 설명변수가 수치형의 자료이므로,**

**# ML기반의 앙상블(배깅, 부스팅), xgboost 기법을 활용했다.**

* 1. Xgboost

#### 1)xgboost ####  
 #xgBoost 패키지  
 # 학습모델 생성  
 iris\_doBy\_dtrain <- xgb.DMatrix(data = iris\_doBy\_train\_mat,  
 label = iris\_doBy\_train\_lab)  
   
 iris\_doBy\_xgb\_model <- xgboost(data = iris\_doBy\_dtrain, max\_depth = 2, eta = 1,  
 nthread = 2, nrounds = 2,  
 objective = "multi:softmax",  
 num\_class = 3,  
 verbose = 0)

## [01:15:45] WARNING: amalgamation/../src/learner.cc:1095: Starting in XGBoost 1.3.0, the default evaluation metric used with the objective 'multi:softmax' was changed from 'merror' to 'mlogloss'. Explicitly set eval\_metric if you'd like to restore the old behavior.

# 모델 평가  
 iris\_doBy\_test\_mat <- as.matrix(iris\_doBy\_test[-c(5:6)])  
 iris\_doBy\_test\_lab <- iris\_doBy\_test$label  
   
 doBy\_pred\_iris <- predict(iris\_doBy\_xgb\_model, iris\_doBy\_test\_mat)  
   
 table(doBy\_pred\_iris, iris\_doBy\_test\_lab)

## iris\_doBy\_test\_lab  
## doBy\_pred\_iris 0 1 2  
## 0 15 0 0  
## 1 0 15 0  
## 2 0 0 15

(15+15+15) / length(iris\_doBy\_test\_lab)

## [1] 1

# 정확도 100%  
   
 # 주요변수 확인  
 importance\_matrix <- xgb.importance(colnames(iris\_doBy\_train\_mat),  
 model = iris\_doBy\_xgb\_model)  
 importance\_matrix

## Feature Gain Cover Frequency  
## 1: Petal.Length 0.9168339798 0.66123244 0.53846154  
## 2: Petal.Width 0.0806030105 0.28623924 0.30769231  
## 3: Sepal.Length 0.0020540392 0.01990803 0.07692308  
## 4: Sepal.Width 0.0005089704 0.03262029 0.07692308

xgb.plot.importance(importance\_matrix)

![](data:image/png;base64,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)

#caret 패키지  
 # 데이터 분할  
 set.seed(123)  
 idx = createDataPartition(data3$Species, list=F, p=0.7)  
 Train = data3[ idx,]  
 Test = data3[-idx,]  
   
 train.data = as.matrix(Train[, names(data3)!="Species"])  
 test.data = as.matrix(Test[ , names(data3)!="Species"])  
 train.label = as.integer(Train$Species) - 1 # 0기반  
 test.label = as.integer(Test$Species) - 1 # 0기반  
   
 # 모델 생성  
 dtrain = xgb.DMatrix(data=train.data, label=train.label)  
 dtest = xgb.DMatrix(data=test.data , label=test.label )  
 watchlist = list(train=dtrain, eval=dtest)  
 param = list(max\_depth=2, eta=1, verbose=0, nthread=2,  
 objective="multi:softprob", eval\_metric="mlogloss", num\_class=3)  
 model = xgb.train(param, dtrain, nrounds=2, watchlist)

## [01:15:45] WARNING: amalgamation/../src/learner.cc:573:   
## Parameters: { "verbose" } might not be used.  
##   
## This may not be accurate due to some parameters are only used in language bindings but  
## passed down to XGBoost core. Or some parameters are not used but slip through this  
## verification. Please open an issue if you find above cases.  
##   
##   
## [1] train-mlogloss:0.213489 eval-mlogloss:0.213489   
## [2] train-mlogloss:0.078791 eval-mlogloss:0.078791

# 테스트  
 pred = as.data.frame(predict(model,test.data,reshape=T))  
 names = levels(data3$Species)  
 colnames(pred) = names  
 pred$prediction = apply(pred,1,function(x) names[which.max(x)])  
 pred$class = Test$Species  
 table(pred$prediction, pred$class)

##   
## setosa versicolor virginica  
## setosa 15 0 0  
## versicolor 0 15 0  
## virginica 0 0 15

#정분류율  
 sum(pred$prediction==pred$class)/nrow(pred)

## [1] 1

#100%

결과)

xgboost를 통해 주요 변수를 확인한 결과 꽃의 종류를 구분할 때, 꽃잎의 길이가 가장 중요한 변수로 파악됐다.

옵션 설명

caret 패키지의 prams 값 중에서,

verbose 상세한 로깅 logging 을 출력할지 말지를 조정하는 parameter이다.

* 예를 들어, 아래 4번 cell 에서 verbose 값이 2일 때는 “WARNING: ~~ “하고 문구가 있는데, 밑에 5번 cell에서는 verbose 값이 0이기 때문에 코드 실행 시 “WARNING” 이라고 되어있던 부분이 출력되지 않은 것을 확인할 수 있다.
* verbose 값이 0보다 크면 로그를 출력하게 되기 때문에 실행 속도에 영향을 줄 수 있다.
  1. 배깅

# adabag 패키지  
 #(1)Bagging model 생성  
 iris.bagging <- bagging(Species~., data=iris\_doBy\_train[1:5], mfinal=10)  
 iris.bagging$importance

## Petal.Length Petal.Width Sepal.Length Sepal.Width   
## 85.72557 14.27443 0.00000 0.00000

#(2)예측값  
 baggingpred <- predict(iris.bagging, newdata=iris)  
   
 #(3)정오분류표  
 baggingtb <- table(baggingpred$class, iris[,5])  
 sum(baggingtb[row(baggingtb) == col(baggingtb)])/sum(baggingtb) # 정분류율

## [1] 0.9666667

1-sum(baggingtb[row(baggingtb) == col(baggingtb)])/sum(baggingtb) # 오분류율

## [1] 0.03333333

# Caret Package  
 #(1)Caret Package 배깅 모델 생성  
 ctrl <- trainControl(method = 'cv',  
 number = 10)  
 gyu <- train(Species ~ . ,  
 data = iris\_caret\_train,  
 method = 'treebag',  
 trControl = ctrl)  
 gyu

## Bagged CART   
##   
## 105 samples  
## 4 predictor  
## 3 classes: 'setosa', 'versicolor', 'virginica'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 95, 94, 94, 95, 95, 95, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.9423737 0.9132564

#(2)예측 분류 결과 생성  
 gyu\_pred <- predict(gyu, newdata = iris\_caret\_test)  
   
 #(3)적용 분류 결과 도출  
 table(gyu\_pred, iris\_caret\_test$Species)

##   
## gyu\_pred setosa versicolor virginica  
## setosa 15 0 0  
## versicolor 0 15 1  
## virginica 0 0 14

#(4)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(gyu\_pred, iris\_caret\_test$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 15 0 0  
## versicolor 0 15 1  
## virginica 0 0 14  
##   
## Overall Statistics  
##   
## Accuracy : 0.9778   
## 95% CI : (0.8823, 0.9994)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9667   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 1.0000 0.9333  
## Specificity 1.0000 0.9667 1.0000  
## Pos Pred Value 1.0000 0.9375 1.0000  
## Neg Pred Value 1.0000 1.0000 0.9677  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3333 0.3111  
## Detection Prevalence 0.3333 0.3556 0.3111  
## Balanced Accuracy 1.0000 0.9833 0.9667

# 98% 신뢰수준을 확인 할 수 있다.

* 1. 부스팅

# adabag 패키지  
 #(1)boosting model 생성  
 boo.adabag <- boosting(Species~., data = iris\_doBy\_train,  
 boos = TRUE,  
 mfinal = 10)  
 boo.adabag$importance

## label Petal.Length Petal.Width Sepal.Length Sepal.Width   
## 49.52823 50.47177 0.00000 0.00000 0.00000

#(2)예측값  
 pred <- predict(boo.adabag, newdata = iris\_doBy\_test)  
   
 #(3)정오분류표  
 tb <- table(pred$class, iris\_doBy\_test[,5])  
 sum(tb[row(tb) == col(tb)])/sum(tb) # 정분류율

## [1] 1

1-sum(tb[row(tb) == col(tb)])/sum(tb) # 오분류율

## [1] 0

# Caret Package  
 #(1)Caret Package 부스팅 학습 모델 설정  
 ctrl <- trainControl(method = 'cv', number = 3) ## method : 샘플링을 하는 방법을 결정  
 m1 <- train(Species ~ . , data = iris\_caret\_train,  
 method = 'AdaBoost.M1',  
 trControl = ctrl)  
   
 #(2)예측 분류 결과 생성  
 m1\_pred <- predict(m1, newdata = iris\_caret\_test)  
   
 #(3)적용 분류 결과 도출  
 table(m1\_pred, iris\_caret\_test$Species)

##   
## m1\_pred setosa versicolor virginica  
## setosa 15 0 0  
## versicolor 0 15 0  
## virginica 0 0 15

#(4)모델 성능 평가 지표(정확도 확인)  
 confusionMatrix(m1\_pred, iris\_caret\_test$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 15 0 0  
## versicolor 0 15 0  
## virginica 0 0 15  
##   
## Overall Statistics  
##   
## Accuracy : 1   
## 95% CI : (0.9213, 1)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 1.0000 1.0000  
## Specificity 1.0000 1.0000 1.0000  
## Pos Pred Value 1.0000 1.0000 1.0000  
## Neg Pred Value 1.0000 1.0000 1.0000  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3333 0.3333  
## Detection Prevalence 0.3333 0.3333 0.3333  
## Balanced Accuracy 1.0000 1.0000 1.0000

# 100% 정확도를 확인할 수 있다.
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