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# **前言**

# **程式實作**

# **境建置資訊**

本報告使用到良好的設備(表1)與幾個套件工具進行實驗(表2) ，這些工具可以使得整個實驗更加地有效率開發讓整體更加完善。

表1 開發平台與工具

|  |  |
| --- | --- |
| **Component** | **Specification** |
| Running environment | System: Windows 11 Pro,  CPU: Intel Core i9-12900K,  RAM: 16GB \* 2 (32GB)  GPU: NVIDIA RTX 3090 \* 1 |
| Visual Studio Code | Sep 2024 (version 1.94) |
| Environment management | Conda 24.9.0 |
| Python version | Python 3.11.9 |

# **實驗心得**