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#Installed Required library  
  
require(tidyverse)

## Loading required package: tidyverse

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.1 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ ggplot2 3.4.2 ✔ tibble 3.2.1  
## ✔ lubridate 1.9.2 ✔ tidyr 1.3.0  
## ✔ purrr 1.0.1   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

require(tidymodels)

## Loading required package: tidymodels  
## ── Attaching packages ────────────────────────────────────── tidymodels 1.0.0 ──  
## ✔ broom 1.0.4 ✔ rsample 1.1.1  
## ✔ dials 1.2.0 ✔ tune 1.1.0  
## ✔ infer 1.0.4 ✔ workflows 1.1.3  
## ✔ modeldata 1.1.0 ✔ workflowsets 1.0.1  
## ✔ parsnip 1.0.4 ✔ yardstick 1.1.0  
## ✔ recipes 1.0.5   
## ── Conflicts ───────────────────────────────────────── tidymodels\_conflicts() ──  
## ✖ scales::discard() masks purrr::discard()  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ recipes::fixed() masks stringr::fixed()  
## ✖ dplyr::lag() masks stats::lag()  
## ✖ yardstick::spec() masks readr::spec()  
## ✖ recipes::step() masks stats::step()  
## • Use tidymodels\_prefer() to resolve common conflicts.

library(dplyr)  
library(skimr)  
library(gapminder)  
require(ggplot2)  
library(ggridges)

# Load the data  
stroke\_data <- read.csv("C:/Users/Lenovo/Downloads/Milliman Task-1/stroke\_data.csv")  
  
# View the first few rows of the data  
head(stroke\_data)

## id gender age married hypertension heart\_disease occupation residence  
## 1 1 Male 3 No 0 0 A Rural  
## 2 2 Male 58 Yes 1 0 B Urban  
## 3 3 Female 8 No 0 0 B Urban  
## 4 4 Female 70 Yes 0 0 B Rural  
## 5 5 Male 14 No 0 0 C Rural  
## 6 6 Female 47 Yes 0 0 B Urban  
## metric\_1 metric\_2 metric\_3 metric\_4 metric\_5 smoking\_status stroke  
## 1 95.12 18.0 1 99.35 95.12 0  
## 2 87.96 39.2 1 99.70 87.96 never smoked 0  
## 3 110.89 17.6 0 96.35 110.89 0  
## 4 69.04 35.9 0 95.52 69.04 formerly smoked 0  
## 5 161.28 19.1 1 95.10 161.28 0  
## 6 210.95 50.1 0 97.63 210.95 0

# Get the summary statistics for the data  
summary(stroke\_data)

## id gender age married   
## Min. : 1 Length:43400 Min. : -10.00 Length:43400   
## 1st Qu.:10851 Class :character 1st Qu.: 24.00 Class :character   
## Median :21701 Mode :character Median : 44.00 Mode :character   
## Mean :21701 Mean : 42.26   
## 3rd Qu.:32550 3rd Qu.: 60.00   
## Max. :43400 Max. :1000.00   
##   
## hypertension heart\_disease occupation residence   
## Min. :0.00000 Min. :0.00000 Length:43400 Length:43400   
## 1st Qu.:0.00000 1st Qu.:0.00000 Class :character Class :character   
## Median :0.00000 Median :0.00000 Mode :character Mode :character   
## Mean :0.09357 Mean :0.04751   
## 3rd Qu.:0.00000 3rd Qu.:0.00000   
## Max. :1.00000 Max. :1.00000   
##   
## metric\_1 metric\_2 metric\_3 metric\_4   
## Min. : 55.00 Min. :10.10 Min. :0.0000 Min. : 87.42   
## 1st Qu.: 77.54 1st Qu.:23.20 1st Qu.:0.0000 1st Qu.: 96.59   
## Median : 91.58 Median :27.70 Median :0.0000 Median : 97.61   
## Mean :104.48 Mean :28.61 Mean :0.2899 Mean : 97.53   
## 3rd Qu.:112.07 3rd Qu.:32.90 3rd Qu.:1.0000 3rd Qu.: 98.70   
## Max. :291.05 Max. :97.60 Max. :1.0000 Max. :100.00   
## NA's :1462   
## metric\_5 smoking\_status stroke   
## Min. : 55.00 Length:43400 Min. :0.00000   
## 1st Qu.: 77.54 Class :character 1st Qu.:0.00000   
## Median : 91.58 Mode :character Median :0.00000   
## Mean :104.48 Mean :0.01804   
## 3rd Qu.:112.07 3rd Qu.:0.00000   
## Max. :291.05 Max. :1.00000   
##

# Check the Glimpse of the data  
glimpse(stroke\_data)

## Rows: 43,400  
## Columns: 15  
## $ id <int> 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, …  
## $ gender <chr> "Male", "Male", "Female", "Female", "Male", "Female", "…  
## $ age <dbl> 3, 58, 8, 70, 14, 47, 52, 75, 32, 74, 79, 79, 37, 37, 4…  
## $ married <chr> "No", "Yes", "No", "Yes", "No", "Yes", "Yes", "Yes", "Y…  
## $ hypertension <int> 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0…  
## $ heart\_disease <int> 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0…  
## $ occupation <chr> "A", "B", "B", "B", "C", "B", "B", "D", "B", "D", "E", …  
## $ residence <chr> "Rural", "Urban", "Urban", "Rural", "Rural", "Urban", "…  
## $ metric\_1 <dbl> 95.12, 87.96, 110.89, 69.04, 161.28, 210.95, 77.59, 243…  
## $ metric\_2 <dbl> 18.0, 39.2, 17.6, 35.9, 19.1, 50.1, 17.7, 27.0, 32.3, 5…  
## $ metric\_3 <int> 1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0…  
## $ metric\_4 <dbl> 99.35, 99.70, 96.35, 95.52, 95.10, 97.63, 96.46, 98.47,…  
## $ metric\_5 <dbl> 95.12, 87.96, 110.89, 69.04, 161.28, 210.95, 77.59, 243…  
## $ smoking\_status <chr> "", "never smoked", "", "formerly smoked", "", "", "for…  
## $ stroke <int> 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0…

#Removing ID variable because it contains unique values.  
stroke\_data=stroke\_data%>%select(-id)

# Step-1 Data Cleaning  
  
# I have check Column names in Excel and it looks good.  
  
#Covert age variable from double to integer   
stroke\_data$age <- as.integer(stroke\_data$age)  
  
# Select the numerical columns for box plot  
num\_cols <- c("age", "metric\_1", "metric\_2", "metric\_3", "metric\_4", "metric\_5")  
  
# Create the box plot  
boxplot(stroke\_data[, num\_cols],   
 main = "Box Plot of Numerical Columns",  
 xlab = "Column Names",  
 ylab = "Values")
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# Create box plot for metric\_1 as there are some outliers  
boxplot(stroke\_data$metric\_1,   
 main = "Box Plot of Metric\_1",  
 xlab = "Metric\_1",  
 ylab = "Values")

![](data:image/png;base64,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)

# Create box plot for metric\_5 as there are some outliers  
boxplot(stroke\_data$metric\_5,   
 main = "Box Plot of Metric\_5",  
 xlab = "Metric\_5",  
 ylab = "Values")

![](data:image/png;base64,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)

# But after plotting the box plot separately Metric 1 is glucose in blood and metric 5 is Blood pressure, henced the values can be kept.

#Using Skim we can see the missingness or each columns in the dataset and we can see metric 2 which is BMI has 1426 missing columns we cannot remove all the columns as the number of columns are high so we need to check should we change it with mean or median.  
#for that we have to check the skewness of data.  
skim(stroke\_data)

Data summary

|  |  |
| --- | --- |
| Name | stroke\_data |
| Number of rows | 43400 |
| Number of columns | 14 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Column type frequency: |  |
| character | 5 |
| numeric | 9 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Group variables | None |

**Variable type: character**

| skim\_variable | n\_missing | complete\_rate | min | max | empty | n\_unique | whitespace |
| --- | --- | --- | --- | --- | --- | --- | --- |
| gender | 0 | 1 | 4 | 6 | 0 | 3 | 0 |
| married | 0 | 1 | 2 | 3 | 0 | 2 | 0 |
| occupation | 0 | 1 | 1 | 1 | 0 | 5 | 0 |
| residence | 0 | 1 | 5 | 5 | 0 | 2 | 0 |
| smoking\_status | 0 | 1 | 0 | 15 | 13292 | 4 | 0 |

**Variable type: numeric**

| skim\_variable | n\_missing | complete\_rate | mean | sd | p0 | p25 | p50 | p75 | p100 | hist |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| age | 0 | 1.00 | 42.25 | 23.46 | -10.00 | 24.00 | 44.00 | 60.00 | 1000.00 | ▇▁▁▁▁ |
| hypertension | 0 | 1.00 | 0.09 | 0.29 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |
| heart\_disease | 0 | 1.00 | 0.05 | 0.21 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |
| metric\_1 | 0 | 1.00 | 104.48 | 43.11 | 55.00 | 77.54 | 91.58 | 112.07 | 291.05 | ▇▂▁▁▁ |
| metric\_2 | 1462 | 0.97 | 28.61 | 7.77 | 10.10 | 23.20 | 27.70 | 32.90 | 97.60 | ▇▇▁▁▁ |
| metric\_3 | 0 | 1.00 | 0.29 | 0.45 | 0.00 | 0.00 | 0.00 | 1.00 | 1.00 | ▇▁▁▁▃ |
| metric\_4 | 0 | 1.00 | 97.53 | 1.47 | 87.42 | 96.59 | 97.61 | 98.70 | 100.00 | ▁▁▁▆▇ |
| metric\_5 | 0 | 1.00 | 104.48 | 43.11 | 55.00 | 77.54 | 91.58 | 112.07 | 291.05 | ▇▂▁▁▁ |
| stroke | 0 | 1.00 | 0.02 | 0.13 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |

# As the data is normally distributed we can replace it with mean.  
# Create a histogram of metric\_2  
hist(stroke\_data$metric\_2, main = "Histogram of Metric\_2")

![](data:image/png;base64,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)

# here we are replacing the missing value in metric 2 with mean.  
  
# Calculate the mean of metric\_2  
mean\_metric\_2 <- mean(stroke\_data$metric\_2, na.rm = TRUE)  
  
# Replace missing values in metric\_2 with the mean  
stroke\_data$metric\_2[is.na(stroke\_data$metric\_2)] <- mean\_metric\_2

#here we can see that there are no missing values  
skim(stroke\_data)

Data summary

|  |  |
| --- | --- |
| Name | stroke\_data |
| Number of rows | 43400 |
| Number of columns | 14 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Column type frequency: |  |
| character | 5 |
| numeric | 9 |
| \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ |  |
| Group variables | None |

**Variable type: character**

| skim\_variable | n\_missing | complete\_rate | min | max | empty | n\_unique | whitespace |
| --- | --- | --- | --- | --- | --- | --- | --- |
| gender | 0 | 1 | 4 | 6 | 0 | 3 | 0 |
| married | 0 | 1 | 2 | 3 | 0 | 2 | 0 |
| occupation | 0 | 1 | 1 | 1 | 0 | 5 | 0 |
| residence | 0 | 1 | 5 | 5 | 0 | 2 | 0 |
| smoking\_status | 0 | 1 | 0 | 15 | 13292 | 4 | 0 |

**Variable type: numeric**

| skim\_variable | n\_missing | complete\_rate | mean | sd | p0 | p25 | p50 | p75 | p100 | hist |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| age | 0 | 1 | 42.25 | 23.46 | -10.00 | 24.00 | 44.00 | 60.00 | 1000.00 | ▇▁▁▁▁ |
| hypertension | 0 | 1 | 0.09 | 0.29 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |
| heart\_disease | 0 | 1 | 0.05 | 0.21 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |
| metric\_1 | 0 | 1 | 104.48 | 43.11 | 55.00 | 77.54 | 91.58 | 112.07 | 291.05 | ▇▂▁▁▁ |
| metric\_2 | 0 | 1 | 28.61 | 7.64 | 10.10 | 23.40 | 28.10 | 32.60 | 97.60 | ▇▇▁▁▁ |
| metric\_3 | 0 | 1 | 0.29 | 0.45 | 0.00 | 0.00 | 0.00 | 1.00 | 1.00 | ▇▁▁▁▃ |
| metric\_4 | 0 | 1 | 97.53 | 1.47 | 87.42 | 96.59 | 97.61 | 98.70 | 100.00 | ▁▁▁▆▇ |
| metric\_5 | 0 | 1 | 104.48 | 43.11 | 55.00 | 77.54 | 91.58 | 112.07 | 291.05 | ▇▂▁▁▁ |
| stroke | 0 | 1 | 0.02 | 0.13 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | ▇▁▁▁▁ |

# step-2 Data Splitting  
set.seed(321)  
# Create a split object  
stroke\_split <- initial\_split(stroke\_data, prop = 0.80,   
 strata = stroke)  
  
# Build training data set  
stroke\_training <- stroke\_split %>%   
 training()  
  
# Build testing data set  
stroke\_testing <- stroke\_split %>%   
 testing()

#Step-3 Feature Engineering  
  
#Creating Recipe  
  
#Creating Recipe step\_YeoJohnson: This step applies the Yeo-Johnson transformation to all numeric features to transform them into a more normally distributed form.  
#step\_dummy: This step creates dummy variables for all nominal features to enable the use of these categorical features in machine learning models.  
#step\_nzv: This step removes predictors that have no or very low variance across the samples. This is done to remove features that are not informative or that might cause overfitting.  
  
stroke\_training$stroke <- as.factor(stroke\_training$stroke)  
stroke\_testing$stroke <- as.factor(stroke\_testing$stroke)  
  
Stroke\_main<-recipe(stroke~ age, hypertension, heart\_disease, occupation, residence ,metric\_1 ,metric\_2, metric\_3, metric\_4 ,metric\_5 ,smoking\_status, stroke\_training ,data=stroke\_training, family='binomial')%>%  
 step\_YeoJohnson(all\_numeric(), - all\_outcomes()) %>% ##  
 step\_dummy(all\_nominal(), -all\_outcomes()) %>%  
 step\_nzv(all\_predictors())

#Step-4 Model fitting

# Here we are preparing and baking the recipe and setting the model and creating workflow and fitting the model.  
Stroke\_main %>%   
 prep() %>%   
 bake(new\_data = stroke\_testing)

## # A tibble: 8,680 × 2  
## age stroke  
## <dbl> <fct>   
## 1 2.39 0   
## 2 20.3 0   
## 3 27.2 0   
## 4 27.9 0   
## 5 18.2 0   
## 6 28.8 0   
## 7 14.0 0   
## 8 25.0 0   
## 9 2.39 0   
## 10 8.42 0   
## # ℹ 8,670 more rows

lr\_mod<-logistic\_reg()%>%  
 set\_engine('glm')  
  
  
stroke\_workflow<-workflow()%>%  
 add\_model(lr\_mod)%>%  
 add\_recipe(Stroke\_main)  
  
stroke\_fit <- stroke\_workflow %>%   
 fit(data=stroke\_testing)

#Step-5 Testing model

# Here we comparing our predicted values with testing dataset.  
# Here we are testing our model with test data .  
# Here We train our model with test data set the 20% of actual data set.  
  
predict(stroke\_fit, stroke\_testing)%>%  
 bind\_cols(stroke\_testing%>%select(stroke))

## # A tibble: 8,680 × 2  
## .pred\_class stroke  
## <fct> <fct>   
## 1 0 0   
## 2 0 0   
## 3 0 0   
## 4 0 0   
## 5 0 0   
## 6 0 0   
## 7 0 0   
## 8 0 0   
## 9 0 0   
## 10 0 0   
## # ℹ 8,670 more rows

#Here we are predicting person who have stroke which is 1 and person who doesn't have stroke which is 0   
  
stroke\_predictions<-predict(stroke\_fit, stroke\_testing, type ="prob")%>%  
 bind\_cols(stroke\_testing%>%select(stroke))  
stroke\_predictions

## # A tibble: 8,680 × 3  
## .pred\_0 .pred\_1 stroke  
## <dbl> <dbl> <fct>   
## 1 1.00 0.000100 0   
## 2 0.994 0.00553 0   
## 3 0.968 0.0319 0   
## 4 0.963 0.0374 0   
## 5 0.997 0.00327 0   
## 6 0.953 0.0473 0   
## 7 0.999 0.00120 0   
## 8 0.982 0.0181 0   
## 9 1.00 0.000100 0   
## 10 1.00 0.000338 0   
## # ℹ 8,670 more rows

tidy(stroke\_fit)

## # A tibble: 2 × 5  
## term estimate std.error statistic p.value  
## <chr> <dbl> <dbl> <dbl> <dbl>  
## 1 (Intercept) -9.61 0.529 -18.2 9.95e-74  
## 2 age 0.153 0.0123 12.4 2.63e-35

# Confussion Matrix is poltted below:   
  
# As you can see there are no type 2 errors which are false negative and there are 156 false positive errors which means   
  
stroke\_predictions1 <-predict(stroke\_fit, stroke\_testing)%>%  
 bind\_cols(stroke\_testing%>%select(stroke))  
  
stroke\_predictions1%>%table()

## stroke  
## .pred\_class 0 1  
## 0 8524 156  
## 1 0 0

#Here we are checking the accuracy which is 98% accurate model  
  
#install.packages("caret")  
library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following objects are masked from 'package:yardstick':  
##   
## precision, recall, sensitivity, specificity

## The following object is masked from 'package:purrr':  
##   
## lift

predictions = predict(stroke\_fit, stroke\_testing)%>%  
 bind\_cols(stroke\_testing%>%select(stroke))  
predictions%>%conf\_mat(truth=stroke, .pred\_class)

## Truth  
## Prediction 0 1  
## 0 8524 156  
## 1 0 0

caret::confusionMatrix(predictions$.pred\_class,predictions$stroke)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 8524 156  
## 1 0 0  
##   
**## Accuracy : 0.982**   
## 95% CI : (0.979, 0.9847)  
## No Information Rate : 0.982   
## P-Value [Acc > NIR] : 0.5213   
##   
## Kappa : 0   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 1.000   
## Specificity : 0.000   
## Pos Pred Value : 0.982   
## Neg Pred Value : NaN   
## Prevalence : 0.982   
## Detection Rate : 0.982   
## Detection Prevalence : 1.000   
## Balanced Accuracy : 0.500   
##   
## 'Positive' Class : 0   
##

#Step-6 Evaluating model   
  
# As much as area is there under the line the model is more accurate.  
  
stroke\_predictions %>%  
 roc\_curve(  
 truth = stroke,   
 .pred\_0,  
 event\_level = "first"  
 )%>%  
 autoplot()

## Warning: Returning more (or less) than 1 row per `summarise()` group was deprecated in  
## dplyr 1.1.0.  
## ℹ Please use `reframe()` instead.  
## ℹ When switching from `summarise()` to `reframe()`, remember that `reframe()`  
## always returns an ungrouped data frame and adjust accordingly.  
## ℹ The deprecated feature was likely used in the yardstick package.  
## Please report the issue at <https://github.com/tidymodels/yardstick/issues>.  
## This warning is displayed once every 8 hours.  
## Call `lifecycle::last\_lifecycle\_warnings()` to see where this warning was  
## generated.
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#Plotting the area in number which is 85%.  
  
stroke\_predictions %>%  
 roc\_auc(  
 truth = stroke,   
 .pred\_0,  
 event\_level = "first")

## # A tibble: 1 × 3  
## .metric .estimator .estimate  
## <chr> <chr> <dbl>  
## 1 roc\_auc binary 0.850

#Trying to improve the above model.

# Define the cross-validation scheme  
cv <- vfold\_cv(stroke\_training, v = 10, strata = stroke)  
  
# Define the model specification  
lr\_spec <- logistic\_reg() %>%  
 set\_engine("glm") %>%  
 set\_mode("classification")  
  
#create New Recipe  
  
Stroke\_main2<-recipe(stroke~ hypertension, heart\_disease,metric\_1 ,metric\_2, metric\_3, metric\_4 ,metric\_5 ,data=stroke\_training, family='binomial')%>%  
 step\_YeoJohnson(all\_numeric(), - all\_outcomes()) %>% ##  
 step\_dummy(all\_nominal(), -all\_outcomes()) %>%  
 step\_nzv(all\_predictors())  
  
  
# Define the workflow  
lr\_wf <- workflow() %>%  
 add\_model(lr\_spec) %>%  
 add\_recipe(Stroke\_main2)  
  
# Fit and evaluate the model using cross-validation  
  
stroke\_fit2 <- lr\_wf %>%  
 fit\_resamples(resamples = cv) %>%  
 collect\_metrics()  
  
stroke\_fit2

## # A tibble: 2 × 6  
## .metric .estimator mean n std\_err .config   
## <chr> <chr> <dbl> <int> <dbl> <chr>   
## 1 accuracy binary 0.982 10 0.000914 Preprocessor1\_Model1  
## 2 roc\_auc binary 0.578 10 0.00496 Preprocessor1\_Model1