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## Exercise 1

**Bootstrap (Normal).**

Perform the following tasks:

1. Generate a sample of size 100 from N(10,1) distribution.

n = 100  
x = rnorm(n, 10, 1)

1. Estimate the mean of observations in this sample.

m = mean(x)

1. Use Bootstrap to estimate the standard error of this mean.

B = 10000  
Tboot <- numeric(B)  
for (b in 1 : B) {  
 xb <- sample(x, n, replace=TRUE)  
 Tboot[b] <- mean(xb)  
}  
(se <- sd(Tboot))

## [1] 0.1058

1. What should be (theoretically) and is (practically according to your experiment) the relation between this Bootstrap estimate and the actual standard deviation of the distribution you sampled from?

norm\_sd <- 1 / 5  
(se\_theory <- norm\_sd / sqrt(n))

## [1] 0.02

1. Calculate a 95% confidence interval for the estimate of mean (based on bootstrap).

zval <- qnorm(.975)  
(lower <- m - zval \* se)

## [1] 9.789

(upper <- m + zval \* se)

## [1] 10.2

## Exercise 2

**Jackknife (Normal).**

Consider the same sample that you generated in Exercise 1.1 and the same estimator you used in Exercise 1.2. Find the jackknife estimate of the bias of this estimator. (You may choose to guess the answer instead of performing the jackknife procedure, in that case EXPLAIN clearly why your guess makes sense.)

## [1] -0.0002688 0.0228957

The bias is about -0.0002536.

## Exercise 3

**Bootstrap and Jackknife Error Comparison** Consider the following (simulated) months until various batteries of the same type burn out:

Ex3 <- c(2.228, 2.051, 1.683, 3.285, 1.219, 2.879, 2.976, 2.112, 2.357, 2.425, 1.255, 2.562, 0.829, 2.581, 2.340, 3.043, 0.684, 1.810, 2.529, 0.700)

1. We want to estimate the probability that these batteries burn out in less than 2 months, so . Calculate .

count = 0  
for(val in Ex3){  
 if(val < 2) count = count + 1  
}  
  
theta.hat = count / length(Ex3)  
theta.hat

## [1] 0.35

1. What is the standard error and bias of your estimator? Estimate the standard error and bias using bootstrapping.

library(SimDesign)  
B = 10000  
Tboot <- numeric(B)  
for (b in 1 : B) {  
 xb <- sample(Ex3, length(Ex3), replace=TRUE)  
   
 count = 0  
 for(val in xb){  
 if(val < 2) count = count + 1  
 }  
   
 Tboot[b] <- count / length(Ex3)  
}  
(se <- sd(Tboot))

## [1] 0.1056

(bs <- bias(Tboot))

## [1] 0.3483

1. Calculate the standard error and bias using Jackknife.

library(SimDesign)  
B = 10000  
x <- numeric()  
for (b in 1 : B) {  
 x[b] <- sample(Ex3, length(Ex3), replace=TRUE)#the data  
}  
  
theta.hat = mean(x<2)#the estimate  
theta.hat.jack = numeric()  
  
for(i in 1: B){  
 xi = x[-i]  
 theta.hat.jack[i] = mean(xi<2)  
}  
  
#Calculate standard error  
sumsq=sum((theta.hat.jack-mean(theta.hat.jack))^2)  
sqrt((n-1)/n)\*sqrt(sumsq)

## [1] 0.004732

#Calculate bias  
(n-1)\*(mean(theta.hat.jack)-theta.hat)

## [1] 0

1. What if you wanted to calculate the median time to burn out instead? Estimate the median, the standard error of the median estimator, and the bias of the median estimator using a resampling method.

library(SimDesign)  
B = 10000  
Tboot <- numeric()  
for (b in 1 : B) {  
 xb <- sample(Ex3, length(Ex3), replace=TRUE)  
 Tboot[b] <- median(xb)  
}  
(se <- sd(Tboot))

## [1] 0.2086

(bs <- bias(Tboot))

## [1] 2.231

## Exercise 4

Consider the data stored in cw on the weight of 30 chicks after eating two different diets for ten days. Chicks 1-20 had diet 1, and chicks 21-30 had diet 2.

cw<-ChickWeight[ChickWeight$Time==10&ChickWeight$Diet %in% c("1","2"),]  
cw<-droplevels(cw)

Using a permutation test, determine whether the mean weights of the chicks on the two diets are different. Clearly show your steps, with at least comments to explain what you are doing (you should be doing this anyway, but just a reminder). What do you conclude?

x = cw["weight"][cw["Diet"] == 1]  
y = cw["weight"][cw["Diet"] == 2]  
  
# First we find the p-value for the two-sample t statistic by referring to thet-distribution with n+m-2 df  
t.test(x,y,var.equal=TRUE)

##   
## Two Sample t-test  
##   
## data: x and y  
## t = -1.7, df = 27, p-value = 0.1  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -33.998 3.103  
## sample estimates:  
## mean of x mean of y   
## 93.05 108.50

# Now we’ll let θˆ = |t| to test null hypothesis  
# of equal mean against a two sided alternative,  
# and use the randomization distribution for the  
# p-value  
x = c(cw["weight"][cw["Diet"] == 1])  
y = c(cw["weight"][cw["Diet"] == 2])  
  
B = 1000 #The number of bootstrap samples to take  
z = c(x,y)  
nu = 1:length(z)  
reps=numeric(B)  
t0=t.test(x,y,var.equal=FALSE)$statistic  
for(i in 1:B){  
 perm=sample(nu,size=length(x),replace=FALSE)  
 x1=z[perm]  
 y1=z[-perm]  
 reps[i]=abs(t.test(x1,y1,var.equal=FALSE)$statistic)  
}  
mean(c(t0,reps)>=t0)

## [1] 1

So, the two means are quite similar.

## Exercise 5

Do exercise 7.3 from the book.

7.3 Obtain a bootstrap t confidence interval estimate for the correlation statistic in Example 7.2 (law data in bootstrap).

library("bootstrap")  
B = 200  
n = nrow(law)  
  
theta.hat = cor(law$LSAT, law$GPA)  
theta.hats.b = numeric(B)  
  
ts = numeric(B)  
  
for (b in 1:B) {  
 i = sample(x = 1:n, size = n, replace = TRUE)  
 law.b = law[i,]  
 theta.hats.b[b] = cor(law.b$LSAT, law.b$GPA)  
 sd.theta.hats.b = numeric(B)  
   
 for(b2 in 1:B) {  
 i2 = sample(x = 1:n, size = n, replace = TRUE)  
 law.b2 = law.b[i2,]  
 sd.theta.hats.b[b2] = cor(law.b2$LSAT, law.b2$GPA)  
 }  
   
 se.b = sd(sd.theta.hats.b)  
   
 ts[b] = (theta.hats.b[b] - theta.hat) / se.b  
}  
  
alpha = 0.05  
ts.ordered = sort(ts)  
  
qs = quantile(ts.ordered, probs = c(alpha/2, 1-alpha/2))  
  
se.hat = sd(theta.hats.b)  
  
(CI = c(theta.hat - qs[2]\*se.hat, theta.hat - qs[1]\*se.hat))

## 97.5% 2.5%   
## 0.1269 1.0103

hist(ts, breaks = 100, xlim = c(-5, 10))

![](data:image/png;base64,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)

## Exercise 6

Do exercise 7.10 from the book.

7.10 In Example 7.18, leave-one-out (n-fold) cross validation was used to select the best fitting model. Repeat the analysis replacing the Log-Log model with a cubic polynomial model. Which of the four models is selected by the cross validation procedure? Which model is selected according to maximus adjusted ?

library(DAAG); attach(ironslag)  
  
n <- length(magnetic) #in DAAG ironslag  
e1 <- e2 <- e3 <- e4 <- numeric(n)  
# for n-fold cross validation  
# fit models on leave-one-out samples  
for (k in 1:n) {  
y <- magnetic[-k]  
x <- chemical[-k]  
J1 <- lm(y ~ x)  
yhat1 <- J1$coef[1] + J1$coef[2] \* chemical[k]  
e1[k] <- magnetic[k] - yhat1  
  
J2 <- lm(y ~ x + I(x^2) + I(x^3))  
yhat2 <- J2$coef[1] + J2$coef[2] \* chemical[k] +  
J2$coef[3] \* chemical[k]^2 + J2$coef[4] \* chemical[k]^3  
e2[k] <- magnetic[k] - yhat2  
  
J3 <- lm(log(y) ~ x)  
logyhat3 <- J3$coef[1] + J3$coef[2] \* chemical[k]  
yhat3 <- exp(logyhat3)  
e3[k] <- magnetic[k] - yhat3  
  
J4 <- lm(log(y) ~ log(x))  
logyhat4 <- J4$coef[1] + J4$coef[2] \* log(chemical[k])  
yhat4 <- exp(logyhat4)  
e4[k] <- magnetic[k] - yhat4  
}  
  
c(mean(e1^2), mean(e2^2), mean(e3^2), mean(e4^2))

## [1] 19.56 18.18 18.44 20.45

According to the estimates for prediction error,the cubic model is best fit for data. Then it’s the exponential model, then the linear model. The Log-log model is the worst.

## Exercise 7

Do exercise 7.11 from the book.

7.11 In Example 7.18, leave-one-out (n-fold) cross validation was used to select the best fitting model. Use leave-two-out cross validation to compare the models.

library(DAAG);   
attach(ironslag)  
n <- length(magnetic) #in DAAG ironslag  
e1 <- e2 <- e3 <- e4 <- numeric(n\*(n-1)) # 'leave two out' has n(n-1) combinations  
  
for (i in 1:n){  
 for (j in i:n){  
 if (i != j){  
 y=magnetic[c(-i,-j)]  
 x=chemical[c(-i,-j)]  
   
 J1 <- lm(y ~ x)  
 yhat11 <- J1$coef[1] + J1$coef[2] \* chemical[i]  
 yhat12 <- J1$coef[1] + J1$coef[2] \* chemical[j]  
 e1[(i-1)\*n+j] <- sqrt((magnetic[i] - yhat11)^2+(magnetic[j] - yhat12)^2)  
   
 J2 <- lm(y ~ x + I(x^2))  
 yhat21 <- J2$coef[1] + J2$coef[2] \* chemical[i] +  
 J2$coef[3] \* chemical[i]^2  
 yhat22 <- J2$coef[1] + J2$coef[2] \* chemical[j] +  
 J2$coef[3] \* chemical[j]^2  
 e2[(i-1)\*n+j] <- sqrt((magnetic[i] - yhat21)^2+(magnetic[j] - yhat22)^2)  
   
 J3 <- lm(log(y) ~ x)  
 logyhat31 <- J3$coef[1] + J3$coef[2] \* chemical[i]  
 logyhat32 <- J3$coef[1] + J3$coef[2] \* chemical[j]  
 yhat31 <- exp(logyhat31)  
 yhat32 <- exp(logyhat32)  
 e3[(i-1)\*n+j] <- sqrt((magnetic[i] - yhat31)^2+(magnetic[j] - yhat32)^2)  
   
 J4 <- lm(log(y) ~ log(x))  
 logyhat41 <- J4$coef[1] + J4$coef[2] \* log(chemical[i])  
 logyhat42 <- J4$coef[1] + J4$coef[2] \* log(chemical[j])  
 yhat41 <- exp(logyhat41)  
 yhat42 <- exp(logyhat42)  
 e4[(i-1)\*n+j] <- sqrt((magnetic[i] - yhat41)^2+(magnetic[j] - yhat42)^2)  
 }  
 }  
}  
# estimates for prediction error  
c(mean(e1^2), mean(e2^2), mean(e3^2), mean(e4^2))

## [1] 19.57 17.87 18.45 20.47

According to the estimates for prediction error,the quadratic model is best fit for data. Then it’s the exponential model, then the linear model. The Log-log model is the worst.

## Exercise 8

**Permutation Test for Spearman Correlation Coefficient**  
You can test for the independence of two random variable using the Spearman Correlation coefficient (which relies on ranks rather than the actual values of and ) using the following test statistic:  
, or the Student’s t-distribution with degrees of freedom under the null hypothesis (that and are independent). Now, do exercise 8.2 in the book, using the t-statistic above. Use the Petal.Length, Petal.Width, Sepal.Width, and Sepal.Length variables from iris to test your function and compare it to cor.test, like mentioned in 8.2. (In other words, do pairwise tests).

8.2 Implement the bivariate Spearman rank correlation test for independence [255] as a permutation test. The Spearman rank correlation test statistic can be obtained from function cor with method="spearman". Compare the achieved significance level of the permutation test with the p-value reported by cor.test on the same samples.

soybean = chickwts$weight[chickwts$feed=="soybean"]  
linseed = chickwts$weight[chickwts$feed=="linseed"]  
n = length(soybean)  
m = length(linseed)  
  
tmp = min(n, m)  
soybean = sort(soybean[1:tmp])  
linseed = sort(linseed[1:tmp])  
  
zs = c(soybean, linseed)  
spearman.cor.test = cor.test(x = soybean, y = linseed, method = "spearman")  
  
B = 1000  
k = length(zs)  
  
rhos = numeric(B)  
  
for (b in 1:B) {  
 i = sample(1:k, k/2, replace = FALSE)  
 xs = zs[i]  
 ys = zs[-i]  
 rhos[b] = cor(x = xs, y = ys, method = "spearman")  
}  
  
hist(rhos, breaks = 100)
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(theta.hat = spearman.cor.test$estimate)

## rho   
## 1

spearman.cor.test$p.value

## [1] 0

(p.hat = mean(abs(rhos) > abs(theta.hat)))

## [1] 0

(alpha = 0.05)

## [1] 0.05

# p.hat < alpha, thus H0 rejected.