本周工作：

本周主要把COMA这个baseline的效果给调上去了，在做了基于很多组关于entropy系数的实验后，发现问题并不在这里，然后在调研了别的方法的做法后，将模型的optimizer由RMSprop改为Adam，COMA效果上去了。但是因为COMA这个baseline效果不是特别好。然后我参照那篇nips的工作，开始逐步的复现加入他们的部件。因为COMA属于explicit credit assignment 算法，且出现比较早，效果并不是特别好，因此我参照那篇nips的工作，将整个算法架构改为implict credit assignment。发现效果要好于coma，同时加入了自适应entropy这个trick，发现可以提升效果。

下周工作：

逐步加入那篇nips工作的部件，先把baseline调出来，然后再在此基础上做一些创新。