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**Problem Overview**

One of the most important and intriguing problems in the field of Natural Language Processing (NLP) is that of extracting meaning from a passage of text. A human reader is able to comprehend the main ideas from a piece of writing despite the many inherent subtleties of the medium; not only do sentence structures and descriptive language have considerable variation, but the same words are often used differently depending on their context.

In our project, we will be working with question answering using the Machine Comprehension Test (MCTest) dataset created by Microsoft [1]. This dataset consists of 500 stories, each between 150 and 300 words and intended to be at a grade 1-4 reading level, along with four reading comprehension questions and answers per story. As each story is fictional, the answers can only be found in the story itself, which requires high-level machine comprehension without any world knowledge. The answers to most questions are non-trivial, and must be derived from at least two sentences within the text. Our main goal is to implement an algorithm that is capable of answering these questions with a high degree of accuracy.

**Prior Work**

Many different approaches have been used for natural language processing. Traditionally, a pipeline of NLP models has been used for attempting question answering, using models that make heavy use of linguistic annotation, structured world knowledge and semantic parsing.

Hai Wang et al. proposed a framework to implement a series of heuristics to handle many of the different cases in the question answering task [2]. They focused on combining novel features of dependency syntax, frame semantics, co-reference resolution and word embeddings with a number of baseline features. Their empirical results demonstrate that the use of linguistic structure plays a significant role in machine comprehension.

On the other hand, Hermann et al. described a series of attention-based deep neural networks, which rely on only a minimal understanding of language structure to predict which token in the text passage contains the answer to each question. They demonstrate the limitations of the simplest question answering methods, such as finding the minimum distance between candidate words, and show that their method's ability to handle semantic information over longer distances provides much stronger performance when answering questions about news articles [4].

Researchers at Carnegie Mellon University and Microsoft recently proposed a method for modelling pieces of text using a latent structural SVM in what they call an answer-entailing structure, so that the answers to questions may be more easily inferred [2].

**Proposed Approach**

Building on previous approaches, we plan to create a hybrid method for performing question answering. Our method will begin with a series of heuristic approaches – for instance, checking for word distances, and beginning as Sachan et al. with a simple classification step performed on each question, using the question words (ex. who/what/where) to determine the type of response expected. Questions for which we can obtain high confidence may be solved entirely using these heuristics (for instance, if all key words are found in a single, simple sentence in the passage).

For more complicated cases, we plan to use a deep learning method similar to the Attentive Reader and Impatient Reader models proposed by Hermann et al.

As we develop our method, we will work with a series of simplified test cases to benchmark each step. For instance, we can first test the accuracy of individual heuristics on only questions with answers derived from a single sentence, and add in the remaining test cases as we verify each step.

**Challenges**

This problem is a difficult one that poses many unique challenges. Firstly, our dataset is comprised of human-written stories that may contain errors, stylistic inconsistencies, and many linguistic corner cases, and it is likely that many of these cannot reasonably be corrected or accounted for. Furthermore, we may need to experiment with several different heuristic approaches and attentional models to create a hybrid model with strong performance.
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