**《机器学习》/周志华 读后总结**

1. **绪论**

主要内容总结：

**1.1**

**机器学习的基本概念：**一门学科，致力于研究如何通过计算的手段，利用经验来改善系统自身的性能。机器学习所研究的是关于再计算机上从数据产生“模型“的算法，即”学习算法“（learning algorithm）。

**1.2**

**基本术语：**“色泽“”根蒂“”敲声“ ——**属性/特征** attribute/feature

“青绿“”乌黑“——**属性值** attribute value

属性张成的空间——**属性空间/样本空间/输入空间** attribute space/sample space（每个西瓜可在空间中找到一个坐标位置，即每个点对应一个坐标向量，故而一个示例称为一个“特征向量” feature vector）

(色泽=青绿；根蒂=蜷缩；敲声=浊响)——**记录/示例/样本** instance/sample

记录的集合——**数据集** data set

所学得的模型对应关于数据的某种潜在规律——**假设** hypothesis

样本的结果信息——**标记** label

拥有标记信息的示例——**样例** example

标记的集合——**标记空间/输出空间** label space

**学习任务分类：**一、监督学习 （有导师学习）supervised learning

1. 分类 classification（所预测的是离散值）
   1. 二分类 binary classification 只涉及两个类别，其中一个为正类，另一个为反类。
   2. 多分类 multi-class classification 回归 regression （所预测的是连续值）
2. 回归 regression （所预测的是连续值）

二、无监督学习（无导师学习） unsupervised learning

A、聚类 clustering （将训练集中的西瓜分成若干组，每组称为一个簇（cluster）如：浅色瓜，深色瓜，本地瓜……

**1.3**

**假设空间：**学习过程就是在所有假设所组成的空间中进行搜索，找到与训练集最“匹配”（fit）的假设。  
可能出现学习结果产生的多个假设与训练集一致，则这些假设集合为版本空间 version space

**1.4**

**归纳偏好：**在多个与训练集一致的假设中找到算法“偏好”的假设。

**引导算法确立正确偏好的原则：“奥卡姆剃刀” (Occam’s razor)** 即在多个假设中选择更简单的一个。

1. **模型评估与选择**

**2.1经验误差与过拟合**

**过拟合：overfitting** 学习能力过于强大，关键障碍，无法彻底避免只能缓解，减小其风险。

**欠拟合：underfitting** 训练样本的一般性质尚未学好，容易克服，在决策树学习中扩展分支等。

**2.2评估方法**

**一、留出法** 直接将数据集D划分为两个互斥的集合S (训练集)T(测试集)

**二、交叉验证法** 将数据集分为k个大小相似的互斥子集，每次把一个当作测试集

**三、自助法** 每次随机挑选进入数据集D’且每次采样后下次仍有可能被采样到

**2.3性能度量**

**——**对模型泛化能力的评价标准（进行有效可行的实验评估方法之后进行评价）

1. **错误率与精度**
2. **查准率precision、查全率recall与F1** P-R图直观显示学习器在样本总体上的PR值
3. **ROC** “受试者工作特征“ **AUC** 通过对ROC曲线下各部分面积求和可得
4. **代价敏感错误率与代价曲线** 代价矩阵（costij表示将第i类样本预测为第j类样本的代价）

**2.4比较检验**

对学习器的性能进行评估比较，利用统计假设检验，得出统计意义上的优劣结论和结论的把握多大。

**一、假设检验**

**二、交叉验证t检验**

**三、McNemar检验**

**四、Friedman检验 与 Nemenyi后续检验**

**2.5偏差与方差**

**泛化误差分解为：偏差、方差与噪声之和。**泛化性能是由学习算法的能力、数据的充分性以及学习任务本身的难度决定。

1. **线性模型**

**3.1基本形式**

线性模型（linear model）试图学得一个通过属性的线性组合来进行预测的函数f(**x**).(x为由d个属性描述的示例）

3.2 线性回归

线性回归（linear regression）试图学得一个线性模型以尽可能准确的预测实值输出标记。

（最小二乘法 least square method欧氏距离 Euclidean distance）

广义线性模型：除了线性回归还可以进行非线性函数映射（如对数线性回归，输出标记在指数尺度上变化。对数线性回归是广义线性模型的特例。联系函数 link function

**3.3对数几率回归**

对数几率函数是一个常用的近似单位阶跃函数的“替代函数 surrogate function

**实际上是一种分类学习方法**，可以直接对分类可能性进行建模，不需要实现假设数据分布，避免假设分布不准确所带来的问题。

**3.4线性判别分析 LDA**

给定训练样例集，设法将样例投影到一条直线上，使得同类样例投影点尽可能接近，异类样例尽可能远离。分类是也可以通过投影的位置确定样本的类别。

（**一般用来降维，是一种经典的监督降维技术**）

**3.5多分类学习**

多分类学习的基本思路：拆解法

拆分策略：一对一 OvO N个类别两两配对 N(N-1)/2个二分类任务

一对其余 OvR N个分类任务

多对多 MvM 纠错输出码

编码：N个类别M次划分，M个训练集训练M个分类器

译码：用M个分类器分别对测试样本进行预测，返回其中距离最小的类别作为预 测的类别结果。

类别划分：编码矩阵（二元码 分为正类反类，三元码 分为正类反类+停用类）

（**对于同一个学习任务，ECOC编码越长，纠错能力越强，但是编码越长，所训练 的分类器越多**）

**3.6类别不平衡问题**

Class-imbalance 分类任务中不同类别的训练样例数目差别很大。

基本策略：对预测值进行调整，进行“再缩放 rescaling”（也是代价敏感学习的基础）

做法：1.对训练集的反类样例进行欠采样

1. 对训练集里的正类样例进行过采样
2. 直接基于原始训练集学习，但再用训练好的分类器进行预测时，将再缩放加入到决策过程中，——“阈值移动 threshold-moving
3. **决策树**

4.1基本流程

决策树 decision tree 进行一系列的判断和”子决策“（提出对于某个属性的”测试“的判定问题，如色泽=？ 根蒂=？）

包含：一个根节点，若干个内部节点（属性测试） 若干个叶子节点（决策结果）

目的：产生一棵泛化能力强的决策树

策略：分而治之

决策树的生成是一个递归过程

4.2划分选择

决策树的学习关键：如何选择最优划分属性，再划分过程的进行中让决策树的分支节点所包含的样本尽可能属于同一类别（节点的纯度越来越高）

信息熵 information entropy 度量样本集合纯度的常用指标。样本集合D的信息熵记为Ent（D），值越小D的纯度越高

信息增益 information gain 进行决策树的划分属性选择。值越大，利用某个属性进行划分所获得的纯度提升越大。（对可取数值数目较多的属性有所偏好）

增益率 gain ratio Gain\_ratio(D,a）减少属性偏好的不利影响

属性的固有值 intrinsic value IV(a）（属性a的可嗯那个取值数目越多，V越大，IV

(a）的值越大）

基尼指数 Gini index CART决策树划分属性的准则 也可以度量数据集D的纯度

4.3剪枝处理

Pruning 对付”过拟合“（决策树分支过多）的主要手段

基本策略：预剪枝 prepruning 划分节点前进行估计

后剪枝 post-pruning 自底向上对非叶子节点考察

**后往往比预保留更多的分支，且后的欠拟和风险小，泛化性能由于预。但训练时间 大得多。**

**4.4连续与缺失值**

连续值策略：采用二分法对连续属性进行处理

（与离散属性不同，当前节点划分属性为连续属性时，该属性还可以作为其后代结点的划分属性）

缺失值策略：（样本的某些属性值缺失）（1）推广信息增益（为每个样本赋予权重）（2）若样本x在划分属性a上取值未知，则将x同时划入所有子节点，同时调整样本在与属性a对应的子节点中的权值

4.5多变量决策树

多个属性描述的样本经过决策树分类即找到空间中的分类边界（轴平行）

策略：斜划分（不是对某个属性，而是对属性的线性组合进行测试）

1. **神经网络**

**5.1神经元模型**

神经网络 neural networks 是由具有适应性的简单单元组成的广泛并行互连的网络，它的组织能够模拟生物神经系统对真实世界物体所做出的交互反应。

最基本的成分：神经元模型 neuron

1. P神经元模型 ![](data:image/x-wmf;base64,183GmgAAAAAAAPQM9gTsCQAAAAD/VgEACQAAAw0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATACxIAAAAmBg8AGgD/////AAAQAAAAwP///7L///+ACwAAMgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAND7B3fYZUVa/v///28NCl4AAAoAOKh7AgQAAAAtAQAACAAAADIKpgLnCgEAAAD3AAgAAAAyChQE5woBAAAA+AQIAAAAMgqwAecKAQAAAPYECAAAADIKpgKgAwEAAADnAAgAAAAyChQEoAMBAAAA6A0IAAAAMgqwAaADAQAAAOYACAAAADIKoALdCAEAAAAtAAgAAAAyCqACbAEBAAAAPQAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAND7B3fYZUVa/v///6QNCmAAAAoAWKh7AgQAAAAtAQEABAAAAPABAAAIAAAAMgr5Al0EAQAAAOUEHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADQ+wd32GVFWv7///9vDQpfAAAKADioewIEAAAALQEAAAQAAADwAQEACAAAADIKDwTpBAEAAAA9ABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////pA0KYQAACgB4p3sCBAAAAC0BAQAEAAAA8AEAAAgAAAAyChoB8QQBAAAAbgQIAAAAMgoPBJkEAQAAAGkACAAAADIKAAMwCAEAAABpDQgAAAAyCgADHwcBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///28NCmAAAAoAeKV7AgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAooHAQAAAHgDCAAAADIKoAIxBgEAAAB3AAgAAAAyCqAC4AIBAAAAZgQIAAAAMgqgAl4AAQAAAHkAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+kDQpiAAAKADinewIEAAAALQEBAAQAAADwAQAACAAAADIKDwRYBQEAAAAxABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA0PsHd9hlRVr+////bw0KYQAACgA4pnsCBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqACzQkBAAAAcQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA4IQCKAgAACgBYC2Y4IQCKAgEAAABY2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) 总输入值（输入乘以权值）与神经元的阈值相比较，通过激活函数处理产生神经元的输出。

激活函数：阶跃函数（不连续不光滑）/优化为：Sigmoid函数（挤压函数）

**5.2感知机与多层网络**

感知机：两层神经元组成：输入层、输出层（M-P神经元/阈值逻辑单元）

只有一层功能神经元，学习能力有限，可以将阈值和权重统一为权重的学习，学习规则简单。

可以实现与或非等逻辑运算，却不能解决异或这样的非线性可分问题。

简单的感知机学习算法：对不同的样例的输出根据错误的程度进行权重调整。

多层前馈神经网络（multi-layer feedforward neural networks)：

（输入层神经元仅接受输入，不进行函数处理，隐层与输出层包含功能神经元，故而一层输入层，一层隐层一层输出层的神经网络称为“两层网络”/“单隐层网络”）

神经网络学习：连接权+阈值

**5.3误差逆传播算法 BP算法**（迄今最成功的神经网络学习算法）

不仅可用于多层前馈神经网络，还适用于其他类型的神经网络（递归神经网络）

**标准BP算法**：计算均方误差![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///54GCrcAAAoAUKh6AgQAAAAtAQAACAAAADIK4AE2AQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////aQ4KRwAACgCwqnoCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAARQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBJIQCKAgAACgCcBmZJIQCKAgAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

策略：基于梯度下降 对误差![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///54GCrcAAAoAUKh6AgQAAAAtAQAACAAAADIK4AE2AQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////aQ4KRwAACgCwqnoCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAARQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBJIQCKAgAACgCcBmZJIQCKAgAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)给定学习率![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAND7B3e7GWTu/v///6cGCnsAAAoACCVnAgQAAAAtAQAACAAAADIKAAEKAAEAAABoAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAO8NZm0hAIoC/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，求偏导得BP算法中的更新公式。

更新公式：![](data:image/x-wmf;base64,183GmgAAAAAAANEIngLsCQAAAACyVAEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6EGCnMAAAoAuNpsAgQAAAAtAQAACAAAADIK4AE8BwEAAABoeQgAAAAyCuABOAYBAAAAagAIAAAAMgrgARkCAgAAAGhqHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+lDQqDAAAKAHjYbAIEAAAALQEBAAQAAADwAQAACAAAADIKgAGJBgEAAABiuggAAAAyCoABOAUBAAAAZ3kIAAAAMgqAASQBAQAAAHcAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAADQ+wd3oCPNL/7///+hBgp0AAAKAHjZbAIEAAAALQEAAAQAAADwAQEACAAAADIKgAFOBAEAAABoahwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA0PsHd6AjzS/+////pQ0KhAAACgC42mwCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABUgMBAAAAPQAIAAAAMgqAAToAAQAAAES5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AZyEAigIAAAoAWwtmZyEAigIAAAAAWNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

学习率控制算法每一轮迭代的更新步长： 太大震荡，太小收敛速度过慢。可令连接权和阈值的学习率不同，作为精细调节。

目标：最小化训练集D上的累积误差。

（每次只针对一个训练样例更新，即基于单个的![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///54GCrcAAAoAUKh6AgQAAAAtAQAACAAAADIK4AE2AQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////aQ4KRwAACgCwqnoCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAARQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBJIQCKAgAACgCcBmZJIQCKAgAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)推导调整参数，参数更新频繁，且每次更新过程可能出现抵消，迭代次数多。）

**累积BP算法**：直接针对累积误差最小化，读取整个训练集D一遍后才对参数进行 更新，参数更新频率低。一般还是在最后用标准BP，否则最后的微 调也需要执行所有训练集后再调整的话，时间效率过低）

BP网络表示能力强大，易过拟合，训练误差降低同时容易测试误差上升。解决方法：1、早停 （当训练集误差降低但验证集误差升高时停止）2、正则化（在误差目标函数中增加一个用于描述网络复杂度的部分，使网络输出更”光滑“，对过拟合进行缓解）

设置隐层神经元个数：试错法调整

**5.4全局最小与局部极小**

即一组对于连接权和阈值的最优参数使得神经网络再训练集上的误差E最小。

（可以类比函数中的最小值与极小值）

**跳出局部极小找到全剧最小的方法：**

1. 从多组不同参数值初始化开始（即从不同的出发点同时出发开始寻找最优参数，陷入不同的局部极小后再进行比较获得全局最小）
2. ”模拟退火“ 就是可以接受比局部最小更差的次优解，从而跳出，但是接受次优解的概率要随着时间的推移降低
3. 随机梯度下降 陷入了局部极小点所计算的梯度也可能不为零，从而继续探索

**5.5其他常见神经网络**

1. **RBF 径向基函数网络** ：单隐层前馈神经网络激活函数为径向基函数

输出层是对隐层神经元输出进行线性组合

具有足够多隐层神经元的RBF可以以任意精度逼近任意连续函数

训练过程：确定第i个隐层神经元所对应中心![](data:image/x-wmf;base64,183GmgAAAAAAAIQBewLsCQAAAAACXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6MNCmYAAAoAgApHCAQAAAAtAQAACAAAADIK4AHaAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////IQ8KIAAACgDACkcIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAY3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAOIQCKAgAACgBRD2YOIQCKAgAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) （随机采样，聚类）

BP算法确定第i个隐层神经元所对应的权值和第i个输出神经元的输入

1. **ART 自适应谐振理论网络** 竞争型学习代表。

构成：比较层（接收输入样本，并传递给识别神经元）

识别层 （每个神经元对应一个模式类，数目可以动态增加）

识别阈值 （计算输入向量与识别层神经元所对应模式类代表向量之间的距离最小的识别层神经元获胜，相似度大于阈值归为该类，否则新建一个类别） 阈值大：分类精细，阈值小，分类粗略

重置模块

优点：可以进行增量学习或在线学习

1. **SOM 自组织映射网络** 竞争学习型无监督神经网络

降维映射

1. **级联相关网络** 结构自适应网络代表

主要成分：级联（建立层次链接的层级结构）、相关（最大化神经元的输出与网络误差之间的相关性）

无需想和之网络层数，隐层神经元数目，且训练速度较快，训练数据小时容易过拟合

1. **Elman网络** 常用递归神经网络
2. **Boltzmann机** 定义能量为网络状态

最小化能量函数。

标准B..机：全连接图

受限B..机简化

**5.6深度学习**

复杂模型 很深层的神经网络，增加隐层数目（比增加隐层神经元数目有效）

难以直接用BP算法进行训练，容易发散

无监督逐层训练 预训练+微调/权共享（手写数字识别任务，卷积神经网络）

1. **支持向量机**

**6.1间隔与支持向量**

分类学习：找到基于训练集D在样本空间中的一个划分超平面

支持向量：距离超平面最近的，离超平面的距离为+1或者-1的几个训练样本点。

间隔：两个异类支持向量到超平面的距离之和

支持向量机：找到最大间隔的划分超平面

**6.2对偶问题**

对凸二次规划问题利用拉格朗日乘子法得到”对偶问题“

二次规划问题：SMO高效算法，固定除了某两个参数的其他参数求解并更新这两个参数。

（SMO使用启发式：选取一个是目标函数值增长最快的变量和与其间隔最大的另一个变量）

偏移项b：使用所有支持向量求解的平均值

**6.3核函数**

非线性可分问题：映射到更高维的特征空间

核函数：涉及计算样本映射到特征空间之后的内积，原始样本通过核函数运算。（支持向量展式）

**6.4软间隔与正则化**

允许支持向量机再一些样本上出错

引入正则化常数C和0/1损失函数（可以换成别的替代损失函数以得到其他的学习模型）

优化目标包含划分超平面的”间隔“大小+训练集上的误差

**6.5支持向量回归SVR**

学得回归模型使得函数与分类尽可能接近。

两部分：正则化常数C+e-不敏感损失（可由松弛变量替代）

**6.6核方法**

通过”核化“来将现行学习器拓展为非线性拓展器。（是很强大的学习方法，最优解可以表示为核函数的线性组合）

最后可以求得映射到多维特征空间的关于h的范数