深度学习发展现状及其在安全领域方向的应用
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摘 要

近年来，硬件计算能力的强大和数据量的与日俱增，推动了深度学习的发展，使深度学习的实用性和普及性都有了巨大提升。深度学习是传统机器学习的一种延伸，深度学习的概念源于人工神经网络的研究，含多个隐藏层的多层感知器就是一种深度学习结构。深度学习通过组合低层特征形成更加抽象的高层表示属性类别或特征，以发现数据的分布式特征表示。研究深度学习的动机在于建立模拟人脑进行分析学习的神经网络，它模仿人脑的机制来解释数据，例如图像，声音和文本等。深度学习目前在自动文本翻译[1]、图像识别[2]、自动驾驶汽车[3]、智能城市[4]等许多领域发挥着重要作用。此外，各种框架，如numpy、tensorflow、pytorch现在都可用于深度学习应用的实现。目前，网络安全方向的研究人员也开始探索深度学习在网络安全领域中的应用，如入侵检测、恶意软件分类、android恶意软件检测、垃圾邮件和网络钓鱼检测以及二进制分析。本文概述了基于深度学习的针对各种网络安全方向的应用。
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1. 引言

网络安全指保护关键数据和设备免受网络威胁。它保护着上至国家政治国防信息，下至企业与社交平台保存的用户个人数据的数据安全。随着网络上获取信息的成本日益下降，敏感数据受到的威胁也越来越大，网络犯罪的收益有时高达数十亿美元。网络安全是为保护计算机、网络、程序和数据免受攻击、未经授权的访问、更改或破坏而设计的一组技术和过程。这些系统由网络安全系统和主机安全系统组成，每一个系统都有一个防火墙、防病毒的计算机代码与相关的入侵检测系统。

近些年来，随着深度学习技术的蓬勃发展，网络安全的研究者们开始探索深度学习技术在二进制安全方向上的应用。二进制分析属于信息安全业界逆向工程中的一种技术，大多数情况下，研究人员无法获取软件程序的源代码，只能获取对应的二进制程序文件。通过利用可执行的机器代码（二进制）来分析应用程序的控制结构和运行方式，软件系统的数量和种类不断增多,而软件漏洞无法完全避免。软件漏洞的数量也逐年提升,及时检测出软件存在的缺陷以免被不法分子利用也变得越来越重要。因此,研究二进制程序的漏洞检测具有重要的实际意义。其有助于信息安全从业人员更好地分析各种漏洞、病毒以及恶意软件，从而找到相应的解决方案。二进制分析有许多重要的应用，如恶意软件检测和自动修复易受攻击的软件。

使用深度学习进行二进制分析，主要有以下几个原因：首先是效果足够好，在图像识别、语音识别、机器翻译等领域的效果都远远超过非深度学习的算法。第二是样本的性质合适，深度学习就是擅长处理单一类型的数据。对应我们的输入都是二进制文件。第三要求足够多的样本，而样本越多准确的也越高。涉及二进制安全的样本根据 Symantec 在2017年Q2的统计，单日样本可以达到 300万。第四，可以避免人工去选择特征，只要一开始就设计好网络结构，深度学习会自动学习到重要的特征。再对比静态分析，比如用 N-gram，特征数量会轻松突破百万，再乘以上面的样本数，机器学习是必然选择。总得来说，深度学习的优点（超多特征，无需人工特征，样本越多越好）都非常适合二进制病毒样本分类这个领域。本文总结了将深度学习技术应用于二进制网络安全的发展现状。

第二章 用深度学习进行二进制分析

2.1 二进制分析

在[5]提出应用人工神经网络来解决二进制分析中的关键问题。即函数识别的问题，这是许多二进制分析技术中至关重要的一步。过去的几年中机器学习在视觉对象识别、语言建模和语音识别等多个应用领域取得了突破性的成果，但是将这些技术应用于二进制分析中还是较少。文中利用已有的数据集，证明了递归神经网络比目前最先进的基于机器学习的方法更能准确有效地识别二进制函数，将训练模型的时长缩短了一个数量级。

在[6]中还附带了RNN网络，但在这项工作中，许多实验都是在机器代码片段上进行的。这些代码片段使用标记化方案在LLVM和MIPS二进制数据上执行。这有助于从低级二元结构中提取高级结构。

在[7]提出了一种利用递归神经网络从分解后的二进制码中恢复函数类型特征的新系统EKLAVYA，它可以通过自动学习指令、编译器约定、堆栈框架设置指令、写前使用模式以及直接从二进制文件中识别类型相关的操作之间的关系。文章使用clang和GCC编译的Linux二进制文件的评估中，对于两种不同的体系结构（x86和x64），EKLAVYA在函数参数计数和类型恢复任务上分别显示了大约84%和81%的准确性。并且系统高度集中化，不需要关于指令集、编译器或优化级别的专门知识。

在[8]中描述了一种名为Hecate的新兴模式，它利用动态执行和追踪构建一个定制的自我包含的程序，从而减少潜在的攻击面。它可以自动地根据二进制代码，通讯特征确定程序特征，裁剪和利用这些特征创造一个符合用户需求定制化的程序二进制程序，这个过程是一个完全无监督的过程。Hecate 的关键特征是它利用了深度学习来辨别程序和通讯相关的特征。利用数据集提取不同程序特征，应用这些从完整指令序列中提取动态行路径片段进行拼接，并将这其与程序中功能的二进制代码相对应，最终通过程序的组成功能辨别程序特征。Hecate 将程序功能的辨认看作一个多级分类问题，每一个功能看作是一个类别标签，二进制代码是分类的样本，从动态指令追踪得到的执行路径是训练样本。通过RNN进行语义级别的向量嵌入，训练一个多级分类的CNN网络确定特征构成函数Hecate 的原型包含两个部分，特征辨别和特征裁剪，通过记录每个指令的虚拟地址，通过内存排列出每个二进制模型，而后由这两部分信息就能将动态执行路径独一无二地映射到静态代码中。

在[9]中提出了一种模糊测试模型，NeuFuzz，这种模糊测试模型使用了深度神经网络在灰盒模糊测试中智能化知道种子文件的选择从而减少无用种子的时间和空间的开销。特别是利用深度神经网络学习大量有缺陷和没有缺陷的路径来学习程序中隐藏的脆弱函数的模式，通过这种这种模式对被测程序的路径进行分类，判断其是否属于脆弱函数。

在[10]中提出了SAFE(Self-Attentive Function Embeddings for Binary Similarity)，这是一种新型的基于self-attention 神经网络二进制函数embeddings架构。它直接在反汇编的程序中运行，并不需要手动提取特征，在计算上这比现在的方法更加有效率（因为不用提取指令，建立和调整控制流图，减少了计算的开销），并且这个工具可以运行在多个架构上。经过实验和分析，该工具的效率较现有的工具都有了一定的提升。

2.2 恶意软件检测

使用现有的深度学习方面的成就，来对恶意软件进行分析，是现在恶意软件检测的主流方向。使用的数据预处理方式是静态和动态结合的分析方法，同时使用了机器学习和深度学习方法，这是因为随着互联网的不断发展，不仅仅各种软件和APP在不断涌现，恶意软件的类型和个数也在不断的增加，所以我们必须改变以前手工检测恶意软件的方法，将恶意软件和深度学习方法结合起来，自动进行学习分类，并将其形成自动的系统，这样就会不断扩展其应用范围，为恶意软件检测方面的发展提供不断的助力。

在[11]中提出了一种用来通过控制流攻击来检测恶意文档的系统Barnum。利用该系统收集硬件执行痕迹信息的来构建深度学习模型并检测控制流异常。Barnum是一个端到端系统，主要由三个主要组件组成：跟踪收集；行为建模；通过二进制分类进行异常检测。这个系统利用intelPT 来进行低开销的跟踪执行，并对跟踪信息所确定的基本块序列应用深度学习模式来训练一个正常的程序行为模式。根据模型的预测精度，Barnum会确定一个决策边界来区分良性和恶意执行文档程序。

在[12]中使用基于控制流图的方式对物联网恶意软件进行检测，文章使用了CFG图来表示恶意样本特征，对于CFG图的特征，包括图的节点数，边数、度中心性、直径、半径、最短路径分布等多种特征，对这些特征进行学习分类，可以得到这两种文件之间比较显著的差别。对于这些特征的统计，需要得出其对应结果的折线图，并得出能够对两种恶意软件进行区分的特征，在这之后，使用机器学习和深度学习方法对所得结果进行分析，包括LR，SVM，RF，CNN等方法，最后CNN的训练结果相比较而言比较高。

恶意软件样本的动态分析是恶意软件检测的重要方法。在[13]提出了一种结合了机器学习和深度学习的恶意软件检测体系结构。本文采用递归神经网络模型提取抽象特征，并为了祛除冗余程序，研究了集中序列预处理方法，本文结合LSTM深度学习模型和随机森林模型，提出了一种恶意软件检测体系结构ASSCA，检测体系结构采用API序列特征和统计特征。文章使用Cuckoo sandbox对恶意软件进行沙箱信息收集，对API序列进行分析使用N-gram方法，并移除相同的连续的API模式，然后首先进行深度学习模型的训练，然后进行机器学习模型的选择，文章选择了随机森林算法来进行处理深度学习特征。

在[14]中为了在通用性和性能之间取得平衡，文章探索了使用新的机器学习技术来将恶意程序分类为控制流图（CFGs），构建了新的使用了深度图卷积神经网络（DGCNN）将CFGs固有的结构信息嵌入其中，并开发了一个名为MAGIC的新系统，这是一个端到端的恶意软件防御系统，实现了高效的恶意软件分类。其使用了超过20k的恶意软件样本进行训练模型。实验结果表明，可以对CFG表示的恶意软件程序进行分类，其性能可与手工制作的恶意软件特性上应用最先进的方法向媲美。文章最后提出，将Magic系统放到云端，可以实现上传文件，系统可以自动获取文件CFG图，并对控制流图进行分析，并得到分类结果，通过这种方式，可以提高magic对一些没有进行训练的类型进行分析，可以进行提高训练准确率。

2.3 入侵检测

通过侵检测系统能够检测环境中的各种网络攻击。IDS通过分析收集到的数据包、向计算机用户发出的警报来检测恶意网络活动，并阻止来自入侵方的恶意连接[15]。它还与防火墙连接，作为网络安全的基本技术。将网络的特性评估为基于主机的入侵检测（hids），hids包括对系统内部数据包的放置和监控。为了执行入侵检测，hids从其系统调用、os审计跟踪、应用程序日志等收集数据。基于网络的入侵检测检测网络流量中的恶意活动。入侵检测算法一般分为误用检测（基于签名）和异常检测两种方法。基于签名的入侵检测是一种查找网络中一系列恶意的字节或序列的技术。基于异常检测有助于识别异常和系统中的严重事件，并纠正网络中的异常流量模式。为了解决这两种检测方法的缺点，提出了一种将异常的复杂度和问题检测系统结合起来的新的框架。

在文[16]中，提出了一种新的网络入侵检测系统深度学习方法模型，将深度学习和浅层学习相结合，这有助于分析非对称深度自动编码器技术（NDAE）上的网络流量问题。在文献[17]、[18]、[19]中，简单的研究说明了LSTM、递归神经网络、卷积神经网络与其他机器学习算法相比在IDS系统中表现良好。并且简要介绍了n-gram技术的cnn，以及cnn、cnn-递归神经网络、CNN长短期记忆和CNN门控递归单元等混合网络，这些技术有助于识别网络连接中的恶意网络id。在文章[17]的提取过程中，CNN有能力从低层特征集获得高层特征表示。基于文章[18]、[20]，[17]在针对基于异常的入侵检测系统方向，提出了基于LSTM算法的系统调用建模方法。系统调用建模有助于捕获网络上每个调用和关系的语义。集成方法主要关注符合IDS设计的虚警率。该方法有助于在较小空间中存储参数，该方法被认为是在序贯矩阵应用中快速有效的方法之一。

第三章 目前存在问题

通过对深度学习应用于网络空间安全的研究相关的文献进行调研，我们总结出深度学习应用于网络空间安全的研究面临的问题主要分为３个层次，即算法安全性、算法功能和算法性能。

1.1算法安全性

即算法脆弱性问题，网络空间安全应用对算法的安全性要求极为严苛。而深度学习属于机器学习的范畴，因此深度学习算法与机器学习算法具有相同的脆弱性。深度学习算法存在的脆弱性会使算法存在受到对抗攻击和隐私窃取攻击的潜在风险，影响模型的完整性、机密性和健壮性。因此，我们认为这是深度学习的网络空间安全应用首先应解决的基础性问题。解决算法脆弱性问题，较好的一种办法是进行对抗训练。

1.2算法功能

即序列化模型相关问题，在算法安全性得到保障的基础上，序列建模问题应该得到关注，因为基本上所有的网络空间安全数据都是序列化数据，所有的安全应用，如程序分析、漏洞挖掘和恶意代码检测等，均依赖于序列建模。

1.3算法性能

在算法安全性和算法功能实现的基础上，算法性能应得以关注，如算法自适应性、可解释性、特征选取、降低误报以及数据集均衡等问题。由于安全威胁会随着时间演变，使得一成不变的检测模型无法检测出最新的威胁，这就要求检测恶意行为的安全应用具有自适应性和自学习性，来适应变化的安全威胁和攻击技术。可选的措施是时间间隔性的模块化模型训练。

第四章 未来研究方向

深度学习应用于网络空间安全方面的研究是近２年来的研究热点，对于计算机系统和网络安全有非常重要的意义，受到广泛关注。然而将深度学习应用到诸如二进制数据分析和代码分析等网络空间安全领域的研究处于起步阶段，结合目前深度学习应用于网络空间安全的研究存在的问题，未来可能有如下几个发展方向。

1.1防御对抗攻击

现有的基于分类的深度学习模型易受对抗攻击，对抗性深度学习是近两年的热点研究领域，对抗攻击目标的本质是造成目标模型的错误分类，然而对抗攻击及其防御技术目前主要的研究领域是图像处理，据调研，深度学习应用于网络空间安全领域面临的对抗攻击及其防御措施的研究基本上处于空白。防御措施的研究方向是对抗训练，搜索到全部可能的虚拟对抗样本来扩充训练集，是对抗训练的难点问题。

1.2防御针对协作性模型的攻击

在深度学习领域，普遍认为数据量越大，训练得到的模型越准确，由于网络安全活动的固有特征，即正常行为的数量远远超过恶意行为的数量，网络安全领域的数据集具有严重的不均衡性，用不均衡的数据集训练出的模型往往会拟合样本数量较多的样本类，也就是正常行为类，使模型产生严重偏移，因此为了使模型更准确，能够检测出更多类型的恶意行为，不同的数据提供方往往需要协作来扩大数据量，尤其是恶意行为数据量。协作性深度学习模型通过多个数据源之间协作来训练更加精确的模型，通过加密措施，使不同数据 源的数据对彼此是不可见的，不仅保护了数据隐私，也实现了扩大数据量的目的。然而，协作性深度学习模型依然受到模型反演攻击、污染攻击等隐私窃取攻击。可能的研究方向是教师学生模型，然而该模型需要大量的非敏感数据来训练学生模型 ，但是脱敏数据很容易破坏原始数据的分布情况，该难点也需克服。

1.3特征学习

深度学习模型对网络空间安全数据直接进行分类时的性能，相比于机器学习模型，并没有太大提高。安全系统属于机器学习的下游，我们不能直接照搬机器学习的特征提取方式。因此，直接使用深度学习模型对网络空间安全数据进行分类并不是一个好的选择，应首先智能化学习有效特征。此外，大规模的数据，如二进制代码等，进行手工特征提取也是不实际的。因此，将深度学习应用于提取有效特征也是一个值得探索的方向。

1.4可解释性

由深度学习算法带来高准确率同时，相应的代价是其判断结果有较差的可解释性，这也就是说，当深度学习模型判断出一个软件或者访问请求是恶意的时候，并不给出任何与判断结果相关的恶意数据段相关信息。可能的解决方案是采用影响函数和注意力机制，该机制中的权重值机制使得不同的数据段对判别结果的重要性具有可见性。
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