基于TTA的大型卷积神经网络处理器架构设计

An processor architecture design for Large-scale CNNs based on TTA
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创新点：

1. 基于TTA架构实现了卷积神经网络的可配置方案。相比ASIC方式，大大提升了灵活性，在实际应用中大大减少开发成本。

2. 针对于大型卷积神经网络，提出了计算框架与优化方案，使大型卷积神经网络能够在小型FPGA上进行加速。

3. 提出了旋转存储卷积计算单元，相比传统Z型卷积计算单元，在卷积运算步长大于1时，可大幅度减少运算时间。

4. 提出了一种通用计算单元，可同时适用于卷积层、池化层、全连接层。减少了计算资源的使用。