|  |  |  |  |
| --- | --- | --- | --- |
| **基 本 信 息** | | | |
| **类 型** | 发明 实用新型 外观设计 PCT | | |
| **名 称** | 基于深度神经网络的乳腺癌超声图像辅助诊断方法 | | |
| **立案日期** |  | | |
| **第一联系人** |  | 单位： | 电话： |
| 身份： | 邮箱： |
| **第二联系人** | 姓名： | 单位： | 电话： |
| 身份： | 邮箱： |
| **第三联系人** | 姓名： | 单位： | 电话： |
| 身份： | 邮箱： |
| **专 利 内 容** | | | |
| **1、技术领域：**  本发明涉及智能医疗领域，具体是一种基于深度神经网络的乳腺癌超声图像辅助诊断方法。 | | | |
| 1. **背景技术:**   乳腺癌超声图像辅助诊断方法可以为医疗人员提供高准确性的辅助诊断参考。辅助诊断方法通过对乳腺超声图像进行分析，能够识别、标注图像中乳腺结节区域，并判断结节类型，从而为医疗人员提供即时、高鲁棒性、高精度、可视化的辅助诊断参考。与此同时，辅助诊断方法能对人眼难以发现、难以辨别的乳腺癌进行判断和标注，提高乳腺癌检出率、准确性，降低医疗漏诊误诊事故，提高医疗质量。 | | | |
| **3、发明内容：**  1）本发明创造所要解决的技术问题：  本发明针对现有技术的不足，提出一种基于深度神经网络的乳腺癌超声图像辅助诊断方法；   1. 现基于机器学习的乳腺癌超声图像的结节图像分割和结节图像分类是两个独立任务，对应两个端到端的深度神经网络模型，由于训练目标和模型结构的不同，两个神经网络模型学习所学习的样本分布会普遍存在差异，导致两个模型预测出矛盾的结果。例如，对于同一个乳腺超声图像，在图像分割网络中预测没有结节，而在分类任务中预测有结节； 2. 现有的图像分割神经网络和图像分类神经网络的特征提取能力不足，以及切割边缘不平滑。提出一种基于注意力机制和平滑模块的图像分割和图像分类神经网络，在不显著增加模型参数的情况，显著提高模型的特征提取能力和预测结果边缘的平滑。   2）解决其技术问题采用的技术方案（可以结合图纸来描述）  S1、搭建结节图像分割网络  基于卷积编码器和解码器架构的深度卷积神经网络，在编码器的所有输出中以残差结构引入基于通道和空间注意力机制模块，利用残差结构使得注意力机制模块的输出不会使得模型效果更差，进而提高模型提取关键特征的能力；同时在网络尾部嵌入本文设计的卷积平滑模块，平滑预测区域边缘，同时去除不合理的噪点；  S2、搭建结节类型分类网络  以S1结节图像分割网络的模型结构为基础微调模型结构，在网络模型中额外增加基于全连接的分类器，分类器的输入由模型编码器的部分输出和解码器输出构成，进而计算出无结节、良性结节和恶性结节的概率，以最高的概率作为最终的分类结果；  S3、搭建结节类型预测融合网络  构建深度神经网络，输入包括S1分割网络的输出（结节预测图）和S2分类网络的输出（类型概率预测），将S2的结节类型概率预测向量向S1模型的预测融合，形成并输出新的结节类型概率预测向量。 | | | |
| 4、与现有技术相比具有的有益效果： 1. 提高模型特征提取能力：通过在编码器和解码器之间加入若干残差结构和注意力模块，不显著增加网络参数量，与此同时同时大幅度增加网络的特征提取能力；  2. 分割效果更为合理：通过加入特定参数的卷积模块，能大幅度平滑分割区域的边缘，同时去除不合理的小预测区域；  3. 分类预测更为精确：类型预测类型融合网络能够融合分割网络和分类网络的类别预测，给出更为精准的类型预测向量； | | | |
| **5、附图及其说明：**  图1是本发明的流程示意图：    图 1  图2是结节图像分割网络的结构示意图：    图 2  图3是结节类型分类网络的结构示意图：    图 3  图4是结节类型预测融合网络的结构示意图：    图 4  图5是乳腺超声图像数据集的其中一部分乳腺超声图像以及对应的结节图像：    图 5  图6是图1的运行效果展示图，由上至下分别是乳腺结节超声图片、对应的结节分割网络的结节图像诊断结果（结节区域）、结节分类网络的结节类型诊断结果（结节类型）和结节类型预测融合网络的诊断结果（结节类型）：    图 6 | | | |
| **6、具体实施方式：**（此部分举例说明技术方案是怎样的，有那些具体的实施方案）  作为一种具体的实施方式，参见图1，基于深度神经网络的乳腺癌超声图像辅助诊断方法中包括三个深度卷积神经网络，需要对这三个深度卷积神经网络进行设计和训练，以最终实现图1的工作流程。  因此，在此阐述方法运作前的准备流程以及方法的实际运作流程：  S1、乳腺超声图像数据集  本方法采集的图像来自于美国Baheya医院制作的公开数据集，使用LOGIQ E9超声系统和LOGIQ E9敏捷超声系统进行乳腺超声图像采集，超声图像分辨率为1280\*1024，采集且筛选为良性结节、恶性结节（乳腺癌）和无结节共780张超声图像。该数据集乳腺结节超声图像对应的结节图像同样由该医院制作。部分乳腺超声图像和对应结节图像如图4所示。  S2、图像增强  对训练集中的超声图像施加多种常规图像处理，包括图像尺寸裁剪、图像中心裁剪、数值归一化；每次读取该超声图像作为训练图像时，则会施加随机参数的亮度扰动、色度扰动、施加高斯噪声以及随机像素擦除等扰动，提高训练集的多样性以及重复利用率，避免模型训练的过拟合。  而测试集的超声图像处理使用包括：图像尺寸裁剪、图像中心裁剪和数值归一化。  S3、结节图像分割网络模型的设计与训练  S31、结节图像分割网络模型的设计  S311、编码器和解码器  编码器和解码器是一对相反的操作，均由卷积层组成。编码器由多个卷积层和最大池化层组成，进入编码器的原始乳腺超声图像的特征图大小逐渐缩小，编码器逐渐获取不同大小的特征图。解码器则由多个反卷积层组成，进入解码器的特征图将逐步放大，特征图将逐步复原到原始乳腺超声图像的大小，解码器的输出与原始乳腺超声图像的每一个像素一一对应，即为结节像素。由结节像素组成的区域为结节区域。  S312、引入卷积注意力模块  本文在解码器的所有输入数据前均加入卷积注意力模块。而除了编码器的最小特征图仅加入卷积注意力模块，其他输出均采用残差结构包裹的卷积注意力模块。在编码器的最小特征图后加入卷积注意力模块，是为了迫使编码器提取计算不同通道和空间的特征，提取样本到最重要的特征集合。而编码器的其他输出采用残差结构包裹的卷积注意力模块，是利用了残差结构的优良性质：假设卷积注意力模块的提取特征有害于网络计算，在求导上为很小的数值，在残差结构的作用下，卷积注意力模块的系数将很低，同时之前的网络层将不会因此调整参数：  因此加入了残差结构的卷积注意力模块对模型不会起到负面作用。而考虑到卷积注意力层能提取不同通道和空间的特征，因此加入注意力模块的网络的提升是正面的。  S313、设计卷积平滑模块  目前主流基于编码器和解码器的架构，以解码器的输出为最终输出，然而解码器的输出中，存在着不合理性。首先，解码器的输出是由解码器逐步复原特征图计算得来，小特征图的不合理特征和噪点将被不断放大，最终输出为多个小直径的结节。其次，解码器的输出图像的结节区域边缘不平滑，结节区域边缘锯齿状明显，结节图形过度畸形和不规则，不符合实际情况。  本文提出基于卷积层堆叠的过滤平滑模块，将解决该问题：   |  |  |  |  | | --- | --- | --- | --- | | 层 | 参数 | | | | 输入通道 | 输出通道 | 卷积核大小 | | 卷积 | 1 | 2 | 5 | | 卷积 | 2 | 1 | 5 | | 卷积 | 1 | 2 | 3 | | 卷积 | 2 | 1 | 3 |   卷积层在每次输出通道为2时，再映射回通道数为1时，网络的两个特征图中响应小的特征图被去除、响应最大的特征图被保留，也即是过滤不合理边缘和噪点的特征图。经过两次的不合理特征过滤，此时的分割结果将是平滑且少噪点的。  S32、结节图像分割网络模型的设计  采用Tversky损失函数，进行模型训练，促进模型在数量不平衡的学习样本中获得更高的泛化和更好的性能，Tversky损失函数如下：  其中，代表真实结节图像的第个像素是肿瘤则为1，否则为0，代表真实结节图像的第个像素是肿瘤则为0，否则为1；代表第个像素是预测为肿瘤的概率，则反之。超参数、取为0.5。  初始化图2的结节图像分割网络模型参数，在pytorch2.0神经网络框架进行训练。在模型训练过程，若损失函数不下降则将学习率乘以0.1继续训练，直至学习率小于等于2e-8，停止模型训练。完成结节图像分割网络模型的训练。  S4、结节类型分类网络模型的设计与训练  S41、结节类型分类网络模型的设计  在S3结节图像分割网络模型的基础上，设计分类器。  S411、结节类型分类网络的分类器设计  为了更加准确的计算每个结节类别（无结节、良性结节和恶性结节）的概率，需要引入两个输入进行预测，一个输入代表网络最小特征集合，也即是最难提取结节复杂特征的集合，蕴含良性结节和恶性结节的抽象特征，来自图3中无残差结构的卷积注意力模块的输出。  根据图3，分类网络分类器的输入包括解码器输出和一个卷积注意力模块计算后的输出，分别设为和：  其中和为一个线性全连接网络，提取的特征，并输出形状为的标量，记作。对于同理，和为另一个线性全连接网络，并输出形状为的向量，记作。  合并行向量为：  向量的形状为，分类器的结果则为：  向量则为结节类型概率的预测。  S42、结节类型分类网络模型的训练  采用交叉熵损失函数，公式为：  其中，是预测类别概率向量，则是预测向量对应的真实类别向量。  初始化图3的结节类型分类网络模型参数，在S3同样的软件、硬件平台上进行向量，且使用同样的学习率下降策略，直到学习率小于等于2e-8的时候停止训练，完成结节类型分类网络模型的训练。  S5、结节类型预测融合网络模型的设计与训练  结节类型预测融合网络（下称类型融合网络）的目的，在于结合结节图像分割网络的输出和结节类型分类网络的输出，来求得更接近于真实的结节类型分布，求得更合理的结节类型分类。  S51、结节类型预测融合网络模型的设计  S511、结节类型预测融合网络模型的总体设计  按照S3结节图像分割网络的设计和训练，考虑一个已训练结束的结节图像分割网络，其输出、结节图像显示每个像素的结节概率，不妨假设结节图像中隐含结节类型分布；已训练的结节类型分类网络的结节类型分布，由于分割网络和分类网络的结构、损失函数、随机数和收敛方向的不同，显然应该存在：  假如有一个函数使得：  下文描述设计的来逼近，以逼近：  S512、的估计与特征提取  在结节分割网络的输出中可以显然知道，每个像素点值是的结节概率，但是不包含良性结节和恶性结节（癌）的概率，因此可以认为在输入为结节图像时存在一个非线性函数：  其中由多层感知机（Multi-Layer Perceptron, MLP）进行拟合和估计。而考虑到良性结节和恶性结节在上是难以分辨的，因此不进行估计。  S513、的良性结节和恶性结节的特征提取  首先明确结节分类网络的和比和更加接近真实的良、恶性结节类型分布，已知结节分类网络的输出为*class*，考虑提取出的良、恶性结节的分布特征：  进行使用多层感知机拟合和估计值：  添加一个约束：  因此：  S514、类别预测  考虑以下概率公式：  那么：  形式类似的，在此构造一个：  满足。该即是结节类型预测融合网络的输出。  S52、结节类型预测融合网络的训练  同S42，对网络进行训练。  S6、训练效果测试  对本方法进行使用测试，在测试集中进行测试。方法使用效果如图6所示。  图6第二列的最后两行文字分别显示了结节类型分类网络和结节类型预测融合网络的结节类型预测。在分类网络分类错误（显示良性结节）的情况下，结节类型预测融合网络额外参考了结节图像（显示无结节），进行了正确的结节分类预测（无结节）。显示了  本方法实现了对乳腺超声图像的结节类型准确预测和结节图像预测，为医疗人员诊断乳腺癌提供了便利。 | | | |