**模式识别和机器学习在农业领域应用的国内外研究现状**
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## 引言

模式识别是研究用计算机自动识别事物的科学，其目的是用机器完成类似于人类智能通过视觉、听觉等感官去识别外界环境所进行的工作，机器学习则是模式识别的技术基础之一，通过机器学习算法使得机器像人类处理问题。模式识别与机器学习广泛在其他学科应用，推动其他学科的发展起着越来越大的作用。

机器学习的研究在提出后经过多年的发展，提出了多种适用于不同环境的算法，将机器学习技术应用在其他领域是近年的研究热点。本文对机器学习算法进行了简述，总结了机器学习在土地土壤墒情预测方面、作物管理、农业工控设备安全中的应用，分析了不同的机器学习算法在农业领域的应用情况。

## 正文

一．机器学习概述

* 1. 机器学习研究背景及研究现状

机器学习于20世纪50年代中叶已被提出, 并其后的30多年时间里, 机器学习的相关研究不断发展。机器学习具有多学科交叉的属性, 其已普遍应用于人工智能领域。机器学习的前沿主题较多, 其涉及多门学科交错的特征较为明显。人工智能流行使机器学习中的随机森林、卷积神经网络等算法发展迅速。“情感分类”“大数据”等热词开始进入机器学习的研究领域, 促使本课题的研究逐步深入。

* 1. 定义

机器学习是一类算法的总称，这些算法企图从大量历史数据中挖掘出其中隐含的规律，并用于预测或者分类，更具体的说，机器学习可以看作是寻找一个函数，输入是样本数据，输出是期望的结果。一个机器学习的程序就是可以从经验数据E中对人物T进行学习的算法，它在任务T上的性能度量P会随着对于经验数据E的学习而变得更好[1]。

* 1. 算法分类

基于训练集是否拥有标记（label），可以分为四类：监督学习、无监督学习、半监督学习、强化学习，当训练样本带有标签时是有监督学习；训练样本部分有标签，部分无标签时是半监督学习；训练样本全部无标签时是无监督学习。强化学习是一个学习最优策略，可以让本体在特定环境中，根据当前状态，做出行动，从而获得最大回报[2]。

* 1. 常见算法

常见的机器学习算法有线性回归算法、支持向量机算法、最近邻居/K-邻近算法、逻辑回归算法、决策树算法、K-平均算法、随机森林算法、朴素贝叶斯算法、降维算法和梯度增强算法等[3]。

常见算法中，决策树是一种类似于树形结构的预测模型，每一个分支是一个分类问题，叶节点表示类标签，分支表示表征这些类标签的连接特征。贝叶斯网络是一种基于概率推理的图形化网络，实质是有向无环图，节点代表随机向量，应用场景包括自然语言理解、故障诊断、计算机视觉、机器人等。支持向量机旨在高维空间中寻找一个最优超平面作为二分类问题的分割，这个超平面要保证最小的分类错误率[4]。

二．土壤墒情预测

土壤墒情，土壤的基本参数，对作物的生长有着非常重要的作用，是确定灌溉制度，实现适时适量灌溉所必须掌握的参数指标。针对土壤墒情的预测早在20世纪的时候便已经开始[5]，大致可以分为经验公式法[6-8]、水量平衡法[9-10]、消退指数法[11]、土壤动力学法[12]、时间序列法[13]、神经网络法[14-15]以及遥感监测法[16]等。其原理不外乎利用各种算法，探究那些简单易得的数据与土壤墒情之间的关系，以此来间接的预测土壤墒情。其中的经验公式法起步较早，模型简单，操作方便，如栗容前[17]以山西汾河灌区为例，建立了经验公式模型，通过时段初墒值W0、气温、空气饱和差3个变量，实现对墒情的预测。类似地，水量平衡法、消退指数法、土壤动力学法和时间序列法等根据相应的水量平衡法则和能量平衡法则等确定明确的模型表达式实现墒情预测。神经网络法包含的范围较大，随着人们对脑科学研究的深入，对脑神经网运行和神经细胞内部处理机制认识的加深，使得以模拟人脑思维活动为基础发展起来的神经网络蓬勃发展，更加智能。神经网络法的一大特点是不需要创建精确的数学模型，代替人工去探索挖掘隐藏在数据背后的联系，并掌握这种数量关系[18-19]。比较常用的神经网络有BP神经网络，Caojun Huang[20]建立BP模型实现对黑龙江省红星农场土壤含水量的预测，黄令淼[21]建立了基于缺省因子的BP土壤墒情预报简化模型，一些其他的神经网络如动态神经网络、RBF神经网络等也逐渐被人们用来预测墒情，随着不同模型在土壤墒情中的应用，其适用性与精确度值得进一步展开评价。随着遥感技术的快速发展，遥感监测法也逐步应用在大尺度的墒情预测中。

国外的研究起步于20世纪70年代，Lewin J等[22]开展了小麦的土壤墒情预报研究工作，通过研究发现，小麦生长季节根系活动区域主要集中在埋深为 0~90 cm，且该层土壤水分变化率与土壤贮水量基本呈现出线性相关的关系，并据此构建了土壤含水量预报的经验模型。随着科技的发展，预测的手段也在不断更新，Magagi R D等[23]研究了应用地球资源卫星( ERS)数据估算土壤含水量的可能性。印度的Pandeya A等[24]应用微波数据结合人工神经算法，对土壤含水量进行了预测，通过X波段微波散射仪发射与接收不同土壤条件下的微波数据，对人工神经网络进行训练，采用训练后的神经网络对土壤墒情进行预测。

三. 作物管理

3.1作物管理主要内容

作物管理属于精准农业的一个重要方面，将图像处理和机器学习技术应用在作物管理是一种可行的办法[25]。农作物管理包括农作物育种培养，播种生长，病虫害防治，产量预测，收获入仓的全过程，机器学习方法在很多环节均有所涉及，主要通过对光学图像或者高光谱图像的智能分析，有效提高作物各环节管理效率。这些新的数据分析手段给农业生产带来了革命性的变化，但是由于其数据量巨大，如何去除干扰数据，提高分析效率是精准农业作物管理的的重要问题。  
3.2作物管理相关机器学习算法

3.2.1作物类型识别与空间分布

农作物类型识别及其空间分布信息是预测区域作物产量、优化种植结构的基本依据，更是制定农业政策、确保粮食安全的科学支撑。黄双燕在卫星遥感数据集上使用随机森林分类器对多种干旱区作物进行分类，总体精度达到89%以上[26]。宋茜对不同分类器的性能进行了对比，SVM 对小容量的特征集信息萃取能力优于 RF，而对于高维特征空间来说，RF有更强的泛化能力和抗噪能力；二分类问题中 SVM 分类器的推广能力优于 RF 分类器，而在多分类问题上，随机森林的泛化能力显著优于支持向量机[27]。

3.3.2 农作物病虫冻害识别

农作物病虫冻害是严重影响作物产量的不利因素，通过卫星遥感数据实时分析监测片区农作物生长状态，具有重要的现实意义。魏传文采用卫星影像对油菜冻害指标进行了反演预测，相比于线性函数，二次多项式函数等曲线拟合算法和KNN算法，基于EVI，MNLI，PVI三个最优变量的RFR模型预测效果最好[28]。谭文学设计了病害图像预处理方法：包括整形算法，方位多样性仿真，亮度多样性仿真等，结合支持向量机构造病变模式的识别算法，提出随机反馈深度受限玻尔兹曼机半监督学习的病害图像特征提取，提出了弹性动量深度卷积病变图像特征提取识别网络一体化方法，解决了过程和目标失配问题[29]。

3.2.3生长发育情况预测

农作物生长发育情况直接关系到产量，如果发生大面积歉收将引起粮食市场的巨大波动，因此准确预测产量和发育状况有助于决策部门制订合理的粮食生产政策。乌玲瑛采用支持向量机方法，建立以适应区域尺度生产指导为目的的水稻发育预测模型[30]。通过整合水稻发育期数据和气象数据，构建训练集与测试集，并应用支持向量机建立针对5个不同发育阶段，模型经过实际测试，最终预测精度大于80%，取得了很好的效果。

四 农业工控设备安全

4.1 工控设备安全

工业控制系统（Industrial Control System，ICS）[31]是一种表示用于工业控制的几种类型的控制仪器和相关仪器的通用总成。工业控制系统（ICS）通过整合信息技术（IT）来提高效率和可控性，但是也因此引入了对ICS的网络威胁[32]。ICS开始面临像IT同样的漏洞环境，经受IT一样的安全考验。而且越来越多的攻击开始针对性的选择ICS进行攻击。如Stuxnet和乌克兰电网的网络攻击，导致大规模的电力瘫痪，对社会造成巨大影响[33]。但是由于这些系统的重要性和独特性，很难找到通用的方式去防御攻击。目前重要的是设计新颖的防御机制，包括对底层物理结构的防御，并能在早期阶段检测到攻击[32]。

4.2 农业工控设备安全

随着生产力的提升，智慧农业在农业生产中的应用越来越广泛。大量的传感器和无线通信技术应用于农业生产，广泛用于环境监测，精确农业。通讯协议有基于ZigBee的WSN和无源，半无源和有源RFID[34]。还有基于M2M的机器和过程控制，建筑和设施自动化以及基于RFID的可追溯系统[35]。农业工控设备的安全性至关重要，由于农业设备的脆弱性，设备被劫持后被应用于DDOS攻击的影响十分巨大。

4.3 传统的工控设备防御方法

由于工控设备的的脆弱性和重要性，研究者对工控设备安全性的防御进行了很多研究。包括如下方面：（1）提升工控设备软硬件的稳健性，在生产阶段对软件的源代码进行静态分析[36-38]，对设备进行动态分析[39,40]；（2）在生产阶段对网络的流量，控制反馈进行实时的监控。

4.4 基于机器学习的工控设备防御方法

传统的工控设备防御方法难以应对大规模的工控设备的安全问题。随着机器学习技术的广泛应用，研究者开始使用训练机器学习模型以解决工控设备的安全问题。基于机器学习进行流量分析是其中一种实现方式。Li等[33]通过基于遥测分析的入侵检测，优化系统模型，捕获系统中不同节点之间的通信包，然后使用机器学习算法对数据集进行训练，实现恶意流量检测，进一步区分攻击类型。其优势在于遥测意味着它不需要进入工业控制系统网络，而是通过远程捕获数据包来实现入侵检测。Keliris等[32]针对底层集成电路进行了攻击模拟，重点研究可编程逻辑控制器（PLC）的控制系统实现。攻击分为三类，传感器攻击、执行器攻击和控制器攻击，并将攻击将用于训练基于机器学习的攻击检测模块。为了检测和对抗ICS上的恶意活动，Keliris利用基于模型和经验的动态过程中的典型时间信号模式及其动态特性的知识来确定攻击的状态，并训练了一个主SVM来检测正在进行的攻击的存在，以及一组辅助的、独立的SVM来检测特定类型和类型的攻击。SVM除了提供简单的基于范围的分类器外，还具有显著的鲁棒性。通过对多个信息流之间运行的相关性，支持向量机支持高检测精度。相比之下，简单的基于范围的攻击检测器在设置足够窄的范围以可靠地检测攻击时会遇到大量的误报，或者在扩大范围以减少误报时会遇到大量的误报。

3.结论
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