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1 Motivation and Overview

In recent years, academic groups have developed many efficient, open-source compilers to
translate code from a high-level language into secure multiparty-computation (MPC) pro-
tocols. MPC compiler technology has improved dramatically since Fairplay [10], the first
practical implementation, was introduced in 2004. Most MPC compilers convert an ar-
bitrary function defined in a high-level language into an optimized circuit representation,
which is passed to an implementation of a circuit-based MPC protocol like Garbled Circuits,
GMW or BGW.

Compilers for ZK proof systems have similar constraints to MPC protocols, and the ZK
programming pipeline is similar. Indeed, the libsnark documentation suggests the following
workflow: “Express the statements to be proved as an R1CS (or any of the other languages
above, such as arithmetic circuits, Boolean circuits, or TinyRAM). This is done by writing
C++ code that constructs an R1CS, and linking this code together with libsnark.” [18]

Recognizing these similarities, several groups have attempted to leverage MPC technol-
ogy: some ZK compilers use the FairPlay infrastructure to convert a high-level language
(SFDL) into a circuit [20], and the Pepper project has a similar pipeline, compiling a C-
based language into a constraint system suitable for proof using libsnark [13].

We propose integrating modern MPC compilers with zk-SNARK toolchains. MPC com-
pilers like Wysteria [2, 16] and EMP-toolkit [22] provide high-level languages for generating
circuits and executing them securely. Circuit generators like Frigate [12, 11] and CBMC-
GC [7, 19] convert C code into highly optimized Boolean circuits. The circuits generated
by these MPC compilers are intended for consumption by an MPC protocol, but we plan
to translate them into R1CS format and execute them with zk-SNARK technology (e.g.
libsnark).

As we work to connect MPC compilers to zk-SNARK back-ends, we will also be on the
lookout for places where SNARK technology (such as tinyRAM [3, 4, 14]) could be used to
improve MPC compilers.

2 Technical Approach

The circuit generators and MPC compilers above are designed to generate circuits for use in
MPC protocols, but these representations are essentially application-agnostic, and could be
used in proof systems instead of MPC protocols. The challenge in this project is developing
the pipeline from generated circuits to ZK compilers. In principle, these pipelines should be
straightforward, but significant engineering challenges remain: many of the circuit formats
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are undocumented, and the compilers are generally research-quality code with minimal I/O
options.

We plan to begin our exploration with Wysteria, EMP-toolkit, Frigate and CBMC-GC.
Other advanced MPC compilers like ABY [5, 6] Obliv-C [17], PICCO [15] and SCALE-
MAMBA [9] (formerly SPDZ) build and execute arithmetic and Boolean circuits internally,
but unlike the compilers listed above, they do not provide an easy method to export the
underlying circuit, and would be more difficult to integrate into the zk-SNARK pipeline.

If we are successful in creating a pipeline for generating zk-SNARKs, a possible future
direction would be to make this pipeline verifiable. In other words, given an established
pipeline, can we verify that the resulting circuits and protocols are correct. Integrating
tools from verifiable computation would allow us to provide end-to-end assurance of the
integrity of the entire pipeline.

3 Team Background and Qualifications

Our team consists of three researchers at the University of Pennsylvania, Brett Falk, Mar-
cella Hastings and Daniel Noble. Over the past year, our team has explored almost every
modern open-source MPC compiler with an aim to assess the usability, limitations and effi-
ciency of the field. The knowledge we have gained from this exploration puts us in a unique
position to leverage advances in MPC-compiler technology in the ZK space.

Brett Hemenway Falk is a research assistant professor in the CIS department at Penn.
Dr Falk’s work focuses on cryptography and multiparty computation. Marcella Hastings is a
third-year PhD student at the University of Pennsylvania. Her work focuses on applied cryp-
tography, particularly on leveraging cryptographic tools to better serve developers. Daniel
Noble is a first-year PhD student at the University of Pennsylvania, focusing on practical
applications of secure computation protocols.

4 Evaluation Plan

The long-term goal of this project is to improve both MPC and zk-SNARK compiler tech-
nology by develop software connectors between compilers that allow developers to take
advantage of breakthroughs across fields. In the short-term, there are many concrete goals
that would indicate some level of success. These goals include:

1. Compatibility: Can we execute any circuit produced by an MPC compiler with the
libSNARK back-end?

2. Circuit size: How do circuit sizes compare when using MPC compilers vs SNARK
compilers?

3. Execution time: Can we improve the concrete proving time for a specific computation
using MPC compilers?

4. (Stretch goal) Using SNARK front-ends for MPC: Can we extract a circuit generated
by a SNARK compiler like Pequin or xjSNARK and execute it with an MPC back-end
like ABY?
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5 Security Considerations

Better front-end compilers for zk-SNARKS should lower the barriers to building zk-SNARKS
and facilitate wider zk-SNARK deployments. Wider adoption of ZK technology should
improve user-privacy and the security of the system as a whole. Hand-coding and optimizing
circuits (or R1CS formulae) is a tedious, error-prone task, and allowing programmers to write
in a high-level language should reduce implementation errors and improve overall security
privacy.

This project will not directly impact end-users of the ZCash system, and thus will not
require any widespread training. Instead, this project is aimed at building tools for devel-
opers. Unfortunately, we are still a long way from building compilers that are easy enough
to use that they require no background knowledge, and current compiler technology is still
aimed at users who have significant cryptographic expertise. Thus the developers (who
would be the users of our tools) would still require some amount of practice or training to
use them correctly. If we are successful in this project, a possible future direction would be
to make these compilers verifiable, which would further reduce the risk of developer errors
and improve the overall security of the system further.

6 Schedule

This project is requires some research exploration, and thus some of the concrete goals may
shift slightly as we learn more about the capabilities and limitations of existing SNARK
compilers. Survey existing SNARK compilers: We will begin by examining the state-of-the-
art SNARK compilers, beginning with: Pequin [13] Sn̊arkl [21] and xJsnark [1, 8].

• Understand the libSNARK input formats: libSNARK supports many different input
types, and linking libSNARK with MPC compilers will require a detailed understand-
ing of the input formats supported by libSNARK.

• Link MPC compilers to libSNARK: Our connection task will be to link the circuit
output of an MPC compiler with libSNARK. We will begin with:

– Frigate: Takes a high-level, C-like language and outputs optimized (boolean)
circuits. In our previous tests, we have found Frigate extremely efficient and easy
to use.

– CBMC-GC: Takes a subset of ANSI-C, and outputs an optimized Boolean circuit.
An interesting feature of CBMC-GC is that the circuits are highly optimized.
CBMC-GCs optimization techniques are fairly computation-intensive and are
thus not suitable for compiling large circuits. It will be interesting to see whether
these aggressive optimization techniques can improve performance in some of the
smaller circuits that are common in the ZK field.

• Benchmark: We will benchmark circuit sizes and running times

7 Budget and Justifications

The primary cost of this project is researcher time. The overall scope of this project –
linking MPC and SNARK compiler technology for mutual benefit – is large, and could
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easily motivate an enormous research effort. We believe, however, that with 2 months of
effort for each of the members of our research team, we could begin to make the connections
outlined in the timeline above. Two months of salary coverage, including benefits, tuition
and university overhead for the three team members would cost about $86K.
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