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在功利主义下，我们的决定应该得到指导，以便为最多的人带来最大的利益，而这种指导是现代自由主义的核心原则。相比之下，拒绝牺牲一个人以拯救五个人，将是一种反映伊曼纽尔-康德原则的伦理立场，即个人本身就是目的，而不是实现他人目的的手段[19]。自由主义哲学家罗伯特-诺齐克进一步发展了康德的原则，他坚持认为，如果为了自己的目的而侵犯他人的利益在个人之间是错误的，那么在社会和个人之间也是一样的错误。在诺齐克看来，对个人权利的尊重是对人类行动不可侵犯的侧面约束，未经个人同意，不得为他人的更大利益而利用个人[20]。

听到这种功利性的回答并不奇怪。所有回答的人都认为，撞死一个孩子比撞死两个孩子要好，尽管这涉及到有目的地转向一个孩子的选择。这些都是直接参与开发自动驾驶汽车技术的公司的高级管理人员和高管，他们的回答反映了我们大多数人--虽然不是所有人--直觉上接受的社会效用。我们希望将人类痛苦的总和降到最低，尽管我们常常不知道应该对实现这一目标的手段施加什么限制。

对车内人员的责任概念为正在开发自动驾驶汽车的人提供了另一个伦理挑战。如果一辆自动驾驶汽车转弯撞上灯柱，从而牺牲了你这个唯一的乘员，以避免路上的两个孩子，这种做法是否可以接受？当你让自动驾驶汽车运送你时，是否有责任--由车辆的设计者承担--在任何情况下都要保护你而不是其他人？假设你和你自己的孩子都在车上。功利主义的计算必须考虑你和/或你的孩子在灯柱上幸存下来的概率比街上的两个孩子的概率要大。如果为了更大的利益，为车辆编程的工程师在乘员的生命上冒这样的风险是否符合道德？ 当然，就我们的日常驾驶经验而言，街上的儿童处于危险之中的例子是罕见的。 然而，我们每天都会做出许多伦理意义较小的驾驶决定。我们选择超过限速5英里/小时，为避开坑洞而越过双黄线，为超过一辆缓慢行驶的汽车而超速，在周围无人的情况下轧停停车牌。如果汽车制造商对他们的汽车进行编程，使其做这些事情，他们将需要接受交通违章的责任。然而，作为自由人，我们似乎有权利自己决定什么时候情况会使一条规则变得琐碎。无论是微不足道还是意义深远，在某些情况下，行人、骑自行车的人、糟糕的道路、天气、有问题的车辆或其他司机都需要做出挑战人类司机道德基础的决定--对于完全自主的车辆，这些决定将在软件中预先设定。谁来决定这些预先设定的决定？软件工程师？他们的经理？律师？政府官僚？立法委员会？

介于两者之间的方案 我们可能想考虑一个解决方案，保留一些我们现在享有的自由的残余--以及相关的责任--在我们选择如何从一个地方到另一个地方的自由方面。在不久的将来，我们中的许多人（如果不是大多数人）有时会将驾驶功能的控制权让给我们乘坐的车辆。然而，我们不需要让出指挥权。也许自动系统做出的道德选择应该由乘坐和指挥这些车辆的人提前选择。在实践中，这样的预先选择不会比参加驾驶执照笔试更复杂，除了没有 "正确 "和 "错误 "的答案。希望指挥自动驾驶汽车的人的道德承诺可以通过一系列问题来确定，这些问题要求在不同的和困难的驾驶环境下做出道德选择--称之为 "指挥档案"。当然，每一种可能的驾驶场景都不可能以这种方式进行探讨。有太多的情况。然而，查询的结构可以涵盖各类场景，这样自主车辆就会被指示做出与指定指挥官的道德承诺相称的选择。将这些承诺提炼成数字代码，在一个人指挥时扫描到自主车辆上。在实践中，这就像刷信用卡或输入用户登录凭证一样简单。  
  
负面影响是什么？具有功利主义思想的人可能会抱怨说，为人类指挥这些自动化系统提供便利，会让人们做出糟糕的选择，达不到更美好的理想。另一方面，有自由主义思想的人可能会抱怨说，命令配置文件会让人们做出侵犯无辜者权利的错误选择。当然，这些反对意见忽略了一个事实，即大多数人已经获得了指挥和控制手动车辆的许可。如果对保留人类指挥权的担心是人们普遍不善于做出道德选择，那么我们就需要问，谁将交替决定 "正确 "的选择，并普遍编入车辆自动化系统？正如哲学家David Schmidtz和Jason Brennan在回应一项建议时指出的那样，当人们的选择受到限制时，他们会过得更好，"......如果人们不善于管理自己的生活，让他们管理别人的生活并不能解决问题"[24]。通过将指挥与控制分开，并将指挥作为人类的一项职能保留在其他自主车辆上，我们相信自己能够继续做只有我们这个物种才能够做的事情--与道德选择的不屈不挠的模糊性进行搏斗。
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这项研究涉及公共领域的一个有争议的话题：自动驾驶汽车（AVs）应该采用自私的算法，不惜一切代价保护乘客，还是采用功利的算法，在涉及道德两难的碰撞中尽量减少社会损失？在越来越多的从非专业人士的角度研究自动驾驶汽车在牺牲困境中应该做什么的研究中，很少有人考虑到非专业人士对用这些碰撞算法编程的自动驾驶汽车的反应。我们的调查收集了参与者的义务论评价（即对这些AVs所做决定的道德正义性和采用这些AVs的评价）报告说，与功利的AVs相比，他们对自私的AVs有更大的使用意向和更高的WTP溢价。道义上的评价和对风险的感知在这些AVs之间没有明显的差异。总的来说，我们的参与者更容易接受自私的AVs。

AV的利益相关者在道德困境中挣扎：在涉及利益冲突的交通情况下，AV的配置应该始终以乘员优先还是以社会损害最小为原则？关于这个两难问题，公众意见、道德准则和法律要求方面存在重大差异。我们不打算推荐任何具体的AVs程序，而是建议在对任何AVs进行编程之前，应考虑公众对采用不同碰撞算法的AVs的反应。我们的参与者从自私的AVs中感受到了更多的好处，表现出更高的使用意向和为这些AVs支付额外费用的更大意愿，可能是因为他们从乘客的角度出发。他们对自私的和功利的AVs在道德评价方面给出了相似的道德判断。这一发现与之前的大多数研究并不一致，这些研究显示，非专业人士认为功利性的AV在道德上更容易被接受。对于这两种类型的AV，在我们的研究中，它们的道德义理是可以适度接受的。我们还注意到，即使对于自私的AVs，参与者也只表达了非常有限的使用意向。这可能意味着，只要AVs能够实现所谓的好处，建立公众的接受度是比给AVs编程，使其有能力在罕见的道德困境中做出道德决定更紧迫的问题。因此，在该技术的早期阶段，优先考虑乘客安全可能是需要的。

Mayer MM, Bell R, Buchner A (2021) Self-protective and self-sacrificing preferences of pedestrians and passengers in moral dilemmas involving autonomous vehicles. PLoS ONE 16(12): e0261673. [https://doi.org/10.1371/journal. pone.0261673](https://doi.org/10.1371/journal.%20pone.0261673)

参与者被要求采用行人、观察者或乘客的视角。每个场景都包括一辆自动驾驶汽车在一条单车道的道路上行驶，前面有一个或多个行人和一个障碍物。参与者被告知，车辆无法及时停下来，事故是不可避免的。只剩下两个选择。自动驾驶汽车要么与障碍物相撞--杀死乘客，要么与行人相撞--在此过程中杀死他们。给出了各自视角的简短提醒（"你是行人/观察者/乘客"）。然后，参与者被问到。"在你看来，自主车辆应该如何行动？" 参与者必须选择它是应该 "牺牲行人 "还是 "牺牲乘客"。

实验3旨在测试在自动驾驶汽车的道德困境中，对（功利主义）自我牺牲偏好的直接自我报告是否会受到社会欲望的影响。为此，我们使用了扩展的Crosswise模型[45]来测试增加回答的保密性是否会减少对自我牺牲选择的认可。证实了自我牺牲的功利主义偏好只是由于社会欲望的假设，偏好估计值在直接提问和间接提问之间没有差异。即使在保证高度保密的情况下，参与者也表示倾向于牺牲自己来拯救另外五个人的生命。这就更有意思了，因为这里使用的间接提问技术已经被证明能够可靠地揭示出社会期望值对有关敏感话题（如对穆斯林的偏见和手部卫生）的回答的影响[69, 70]。这表明人们对牺牲自己以拯救另外五个人的生命这一功利性选择的偏好没有，或者至少没有受到社会期望性的明显影响[见33，进一步证明社会期望性对人们在道德困境中的偏好的影响是有限的] 。同样值得注意的是，实验3的结果与之前的实验结果很一致。人们总体上倾向于让自动驾驶汽车挽救最大数量的生命，即使这意味着牺牲自己的利益。然而，相当一部分参与者（约40%）倾向于自我保护的选项，即使这意味着要杀死其他五个人。

我们的结果表明，视角强烈地决定了首选的行动方案。具体来说，被提示为乘客视角的人一致表示最不愿意牺牲自动驾驶汽车的乘客，而行人一致表示最愿意牺牲乘客。通常用于研究自动驾驶汽车的道德困境的场景通常以乘客和行人为特征[例如，18, 35, 40, 73]，但迄今为止，只有少数研究[43, 44]要求参与者从行人的角度来评价这些场景。研究结果强烈表明，从行人的角度进行评价是很重要的，因为行人和乘客对自主车辆的道德困境的评价是非常不同的。这是因为行人，就像乘客一样，显示出明显的自我保护倾向

鉴于乘客和行人对自动驾驶汽车应如何处理事故情况的偏好不同，出现的问题是如何调和相互冲突的立场。尽管目前的结果显示在所有的实验中普遍存在自我保护的偏见，但结果也表明有可能在各种观点之间达成某种程度的一致。当乘客与行人的比例为1:1时，大多数被引导到未参与的观察者视角的参与者更倾向于保护行人，但在所有其他条件下，他们更倾向于最大限度地保全生命的功利主义选择。随着生命受到威胁的数量越来越多，越来越多的参与者倾向于选择保护最大数量的生命的功利性选择，即使牺牲自己的生命也在所不惜。这似乎意味着，不是所有的人都想不惜一切代价挽救自己的生命。对于乘客（实验1a和1b）和行人（实验2a和2b）都是如此。

大多数参与者（大约60%）都表示倾向于牺牲自己来拯救自动驾驶汽车内的五名乘客，当参与者被直接提问时，这个多数也是同样大的。结果表明，参与者倾向于自我牺牲以拯救其他几个人的生命，这不仅仅是由于社会欲望的偏见。相反，他们似乎私下里相信功利主义的选择是正确的行动方案。这表明自主车辆的乘客和其他道路使用者的偏好在某种程度上是可以相互调和的

例如，Huang等人[74]所采用的面纱推理。在他们的研究中，参与者被问及在道德困境中，如果他们不知道自己在受影响的各方中会是谁，他们会选择哪种方案。与对照条件下的参与者相比，进行这种蒙面推理的参与者在应对随后出现的困境时表现出对功利主义选项的更高偏好。因此，鼓励参与者考虑一个人在交通中所扮演的角色是不同的，可以提供一种手段来减少自我保护的倾向。

在Kallioinen等人的研究中，自我保护的偏见似乎是有限的，尽管他们使用了沉浸式的方法，在其中亲身体验了事故。在他们的第一项研究中，乘客和行人之间的冲突只出现在一个特定的场景中，在这个场景中，乘客似乎有可能受到严重伤害。可能，意味着明确的自我牺牲的情景比后果更模糊的情景提供了参与各方之间强烈分歧的更大可能性[25]。这些结果表明，自我保护偏见是一种普遍存在的认知偏见，它既影响到沉浸在关键的交通状况中的道德决策，也影响到推理抽象的道德困境时的道德决策。

总之，这里介绍的研究旨在为围绕涉及自主车辆的道德困境的讨论做出贡献。参与者评估道德困境情景的角度强烈影响了自主车辆在相应情景中的首选行动。具体来说，乘客和行人的偏好不仅与对方不同，也与未参与的观察者不同，这表明自我保护的偏见对涉及自主车辆的道德困境的评价有很大影响。由于这些利益冲突，从长远来看，只关注一个角度可能会对自动驾驶汽车的接受产生问题。为了保证社会的广泛接受，这是自动驾驶汽车成功的必要条件[例如，13, 25, 32, 35]，可能需要仔细平衡相关观点的利益冲突。目前的结果表明，不同观点之间可以达成某种程度的共识。无论从哪种角度看，许多参与者都倾向于拯救最大数量的生命的功利性选择，即使功利性选择意味着自我牺牲。尽管即使在功利性原则明显倾向于其中一个选项的情况下，各视角之间的差异也没有完全消失，但大多数被引导到乘客视角的参与者都同意应该牺牲乘客来拯救一群行人的生命。同样地，大多数被引导到行人角色的参与者同意牺牲行人来拯救自主车辆内几个乘客的生命。没有证据表明自我牺牲的功利主义偏好是由社会欲望引起的，因为参与者甚至在间接提问的形式下也表达了这种偏好，而这种形式已知会揭示社会欲望的影响。因此，研究结果表明，尽管普遍存在自我保护的倾向，但有一些道德原则是所有道路使用者都能认同的。
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批评3：自动驾驶汽车永远不会（或很少）对事故负责。碰撞负责。这假设没有责任就等于有道德的行为。无论是否有过错，自动驾驶汽车都应该有道德行为，不仅保护自己的乘员，而且保护有过错的人。它自己的乘员，也包括那些有过错的人。

只有在极其罕见的情况下才需要道德规范。然而，谷歌自动驾驶汽车团队最近的一份简介表明，在避免碎片的过程中已经考虑了道德问题。"如果一只猫跑到路上怎么办？一头鹿？一个孩子？这里有道德问题，也有机械问题，而工程师们以前从来没有回答过这些问题"[11]。只要有风险，就需要做出道德上的决定，而风险在驾驶时总是存在的。人们可以认为这些问题很简单，例如，不惜一切代价避开孩子，如果安全的话就避开猫。然而，相比之下，手推车问题实际上是相当直接的，它只有一个决定，每个选择都有已知的后果。这是很不现实的。车子面临的决定有未知的后果，未来行动的不确定概率，甚至其自身环境的不确定性。有了这些不确定性，普通的道德问题很快就会变得 "复杂"。

批评9：总体利益超过了不道德的车辆带来的任何风险。这也许是反对自动驾驶汽车伦理研究的最有力的论据，任何可能阻碍自动化进展的努力都间接伤害了那些在即时和实际部署之间死亡的人。虽然初步证据不能证明自动化比人类驾驶员更安全[20]，但似乎自动化最终可能会降低车祸率。然而，Lin认为，总体死亡人数的减少可能被认为是不道德的[21]，因为一个群体的安全改善可能是以另一个群体为代价的。如果车辆的死亡人数减少了，但骑车人的死亡人数却增加了，那么即使是整体安全的改善也可能是社会所不能接受的。其次，这一假设采用了纯粹的功利主义观点，即最大限度地挽救生命是首选。事实上，如果最终目标是提高安全性，那么确保自动驾驶车辆的行为是可以接受的，这对赢得公众对这些新技术的信任至关重要。

另一个有用的道德理论是功利主义。它规定，如果一个行动的结果--或者在自动驾驶汽车的情况下，预期结果--使某种效用最大化，那么这个行动就是道德的。这种方法的优点是它很容易计算。然而，要为结果定义一个尺度是很困难的。财产损失估计会产生不公平的结果，因为他们会建议与戴头盔的摩托车手相撞，而不是与不戴头盔的摩托车手相撞，因为戴头盔的车手不太可能经历昂贵的脑损伤。这个例子说明了功利主义的另一个缺点--它通常是将集体利益而不是个人利益最大化，而且不考虑公平。一个群体可能一直在受益（未戴头盔的骑手），而另一个群体却在损失。

Contissa et. al. (2017): The Ethical Knob: ethically-customisable automated vehicles and the law, "Artificial Intelligence Law", 25:365-378.

在道德困境中，AV必须两害相权取其轻，这引起了许多伦理和法律问题。我们探讨了将选择权交给用户的法律意义，即为AV提供一个道德旋钮。伦理旋钮将允许乘客通过在不同的设置中选择对应不同的道德方式来定制AV。相应地，AV将被委托实施用户的选择，而制造商/程序员将根据用户的选择，启用不同的设置并确保它们在AV中的实施。因此，有了道德旋钮，AV在面对道德-法律困境时的决定将取决于用户的定制选择。与购买有不同预设和固定道德设置的AV相比，道德旋钮将为用户提供更大的选择，这些选择可以随着时间的推移而变化，取决于年龄和乘客的数量、生活期望和其他因素。我们的法律分析表明，就其法律制度而言，在生死两难的情况下，道德可定制的AV将与预编程的AV和人类驾驶的汽车有很大的不同。有了道德旋钮，决定AV运作的基本道德选择的责任将被分配给用户，而不是制造商。

例如，假设一个人把旋钮调到极端的利己主义模式，如把自己的生命看得比第三方的生命重要99倍。假设在特定情况下，转弯只可能导致乘客死亡，概率只有2%，但保持航向肯定会导致第三方的死亡。在这种情况下，AV会选择保持方向。因此，在不同的选择很可能不会导致任何死亡的情况下，第三方的生命将被牺牲掉（因为有98%的概率，转向不会影响乘客的生命）。由于将旋钮设定为对乘客有利，就会增加事故发生的几率，这至少应该导致那些预先选择这种偏好的人获得更高的保险费（或更有限的保险）。我们也可能会想，在这种情况下，鉴于乘客失去生命的风险是如此之小（与第三方生命的肯定牺牲相比），必要性辩护在多大程度上仍然适用。法规或判例法应确定用户选择的利己主义在什么程度上会导致可能使用户承担刑事或民事责任的AV行为。

功利主义

先说传统功利主义是最大化收益和开心值，那如果我考试的时候作弊能让我拿到高分而且能让父母高兴，传统功利主义者一定会作弊，因为这能最大化所有人的收益

规则功利主义者则不会这么做，如果人人都作弊的话，没人将真正意义上的够格上大学，拿资格证，这样会导致减少总收益值。规则功利主义者是会遵行一个规则并且能在遵循此规则后做出最大化收益的决定，那么在这里就是遵循大家都不能作弊的这个规则，这个规则可能短期不会带来最大化收益，但是长期来看是最好的决定那就行了。要注意规则功利主义者会注重长期利益，如果遵循这个规则能在当前带来最大收益但是以后不保证收益的话也是不行的，所以规则功利主义者在某种情况上来说可以不最大化收益，进而保证长期收益的稳定且不减少。