Breast\_cancer.R

#setwd("")  
load("BreastCancer.RData")  
  
  
#This dataset is interesting because many of the predictors contain missing values   
#and most rows of the dataset have at least one missing value  
  
  
  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(RANN)  
myControl<- trainControl(method = "cv", number = 10, verboseIter = TRUE)  
####################################################################  
#Median Uputation  
####################################################################  
# Apply median imputation: model  
model <- train(  
 x = breast\_cancer\_x, y = breast\_cancer\_y,  
 method = "glm",  
 trControl = myControl,  
 preProcess = "medianImpute"  
)

## + Fold01: parameter=none   
## - Fold01: parameter=none   
## + Fold02: parameter=none   
## - Fold02: parameter=none   
## + Fold03: parameter=none   
## - Fold03: parameter=none   
## + Fold04: parameter=none   
## - Fold04: parameter=none   
## + Fold05: parameter=none   
## - Fold05: parameter=none   
## + Fold06: parameter=none   
## - Fold06: parameter=none   
## + Fold07: parameter=none   
## - Fold07: parameter=none   
## + Fold08: parameter=none   
## - Fold08: parameter=none   
## + Fold09: parameter=none   
## - Fold09: parameter=none   
## + Fold10: parameter=none   
## - Fold10: parameter=none   
## Aggregating results  
## Fitting final model on full training set

# Print model to console  
model

## Generalized Linear Model   
##   
## 699 samples  
## 9 predictor  
## 2 classes: 'benign', 'malignant'   
##   
## Pre-processing: median imputation (9)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 629, 629, 630, 629, 630, 628, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.9571405 0.9051944

####################################################################  
#KNN imputatin  
####################################################################  
# Apply KNN imputation: model2  
model2 <- train(  
 x = breast\_cancer\_x, y = breast\_cancer\_y,  
 method = "glm",  
 trControl = myControl,  
 preProcess = "knnImpute"  
)

## + Fold01: parameter=none   
## - Fold01: parameter=none   
## + Fold02: parameter=none   
## - Fold02: parameter=none   
## + Fold03: parameter=none   
## - Fold03: parameter=none   
## + Fold04: parameter=none   
## - Fold04: parameter=none   
## + Fold05: parameter=none   
## - Fold05: parameter=none   
## + Fold06: parameter=none   
## - Fold06: parameter=none   
## + Fold07: parameter=none   
## - Fold07: parameter=none   
## + Fold08: parameter=none   
## - Fold08: parameter=none   
## + Fold09: parameter=none   
## - Fold09: parameter=none   
## + Fold10: parameter=none   
## - Fold10: parameter=none   
## Aggregating results  
## Fitting final model on full training set

# Print model to console  
model2

## Generalized Linear Model   
##   
## 699 samples  
## 9 predictor  
## 2 classes: 'benign', 'malignant'   
##   
## Pre-processing: nearest neighbor imputation (9), centered (9), scaled (9)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 629, 629, 629, 629, 629, 630, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.9585277 0.9083246

####################################################################  
#Compare KNN and median imputation  
####################################################################  
median\_model <- model  
knn\_model <- model2  
resamples <- resamples(x = list(median\_model = median\_model, knn\_model = knn\_model))  
#Plot to see  
dotplot(resamples, metric = "Accuracy")

![](data:image/png;base64,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)

#knn model is slightly better.  
  
  
  
  
####################################################################  
#Combining preprocessing methods  
####################################################################  
# Fit glm with median imputation: model1  
model1 <- train(  
 x = breast\_cancer\_x, y = breast\_cancer\_y,  
 method = "glm",  
 trControl = myControl,  
 preProcess = "medianImpute"  
)

## + Fold01: parameter=none   
## - Fold01: parameter=none   
## + Fold02: parameter=none   
## - Fold02: parameter=none   
## + Fold03: parameter=none   
## - Fold03: parameter=none   
## + Fold04: parameter=none   
## - Fold04: parameter=none   
## + Fold05: parameter=none   
## - Fold05: parameter=none   
## + Fold06: parameter=none   
## - Fold06: parameter=none   
## + Fold07: parameter=none   
## - Fold07: parameter=none   
## + Fold08: parameter=none   
## - Fold08: parameter=none   
## + Fold09: parameter=none   
## - Fold09: parameter=none   
## + Fold10: parameter=none   
## - Fold10: parameter=none   
## Aggregating results  
## Fitting final model on full training set

# Print model1  
model1

## Generalized Linear Model   
##   
## 699 samples  
## 9 predictor  
## 2 classes: 'benign', 'malignant'   
##   
## Pre-processing: median imputation (9)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 629, 629, 629, 629, 630, 629, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.9585904 0.9085526

# Fit glm with median imputation and standardization: model2  
model2 <- train(  
 x = breast\_cancer\_x, y = breast\_cancer\_y,  
 method = "glm",  
 trControl = myControl,  
 preProcess = c("medianImpute", "center", "scale")  
)

## + Fold01: parameter=none   
## - Fold01: parameter=none   
## + Fold02: parameter=none   
## - Fold02: parameter=none   
## + Fold03: parameter=none   
## - Fold03: parameter=none   
## + Fold04: parameter=none   
## - Fold04: parameter=none   
## + Fold05: parameter=none   
## - Fold05: parameter=none   
## + Fold06: parameter=none   
## - Fold06: parameter=none   
## + Fold07: parameter=none   
## - Fold07: parameter=none   
## + Fold08: parameter=none   
## - Fold08: parameter=none   
## + Fold09: parameter=none   
## - Fold09: parameter=none   
## + Fold10: parameter=none   
## - Fold10: parameter=none   
## Aggregating results  
## Fitting final model on full training set

# Print model2  
model2

## Generalized Linear Model   
##   
## 699 samples  
## 9 predictor  
## 2 classes: 'benign', 'malignant'   
##   
## Pre-processing: median imputation (9), centered (9), scaled (9)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 629, 629, 629, 629, 629, 629, ...   
## Resampling results:  
##   
## Accuracy Kappa  
## 0.9599775 0.911