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Diberikan data tentang informasi yang diperoleh dari 150 artikel-artikel berita online. Di dalam data tersebut terdapat label yang menunjukkan apakah artikel-artikel berita merupakan berita yang asli atau palsu. Data terdiri dari 4 kolom yaitu : (1) kata\_dalam\_artikel, (2) tanda\_seru\_judul\_artikel, (3) persen\_negatif, dan (4) tipe\_berita. Berikut adalah deskripsi dari masing masing kolom

| Nama Kolom | Deskripsi |
| --- | --- |
| kata\_dalam\_artikel | banyaknya kata dalam artikel |
| tanda\_seru\_judul\_artikel | apakah judul artikel mengandung tanda seru? |
| persen\_negatif | persentase kata-kata yang memiliki sentimen negatif |
| tipe\_berita | label artikel berita untuk berita asli atau palsu |

library(readxl)  
dt.ss <- read\_excel("C:/Users/ASUS/Downloads/berita\_palsu.xlsx",sheet=1)  
str(dt.ss)

## tibble [150 × 4] (S3: tbl\_df/tbl/data.frame)  
## $ kata\_dalam\_artikel : num [1:150] 219 509 494 268 479 220 184 500 677 485 ...  
## $ tanda\_seru\_judul\_artikel: chr [1:150] "tidak" "tidak" "ya" "tidak" ...  
## $ persen\_negatif : num [1:150] 8.47 4.74 3.33 6.09 2.66 3.02 4.1 4.63 2.18 4.22 ...  
## $ tipe\_berita : chr [1:150] "palsu" "asli" "palsu" "asli" ...

View(dt.ss)

##kategori "tidak" -> "1", "ya" -> "2"  
dt.ss$tanda\_seru\_judul\_artikel[dt.ss$tanda\_seru\_judul\_artikel=="tidak"] <- 1  
dt.ss$tanda\_seru\_judul\_artikel[dt.ss$tanda\_seru\_judul\_artikel=="ya"] <- 2  
dt.ss$tanda\_seru\_judul\_artikel <- as.factor(dt.ss$tanda\_seru\_judul\_artikel)  
##kategori "palsu" -> "1", "asli" -> "2"  
dt.ss$tipe\_berita[dt.ss$tipe\_berita=="palsu"] <- 1  
dt.ss$tipe\_berita[dt.ss$tipe\_berita=="asli"] <- 2  
dt.ss$tipe\_berita <- as.factor(dt.ss$tipe\_berita)  
str(dt.ss)

## tibble [150 × 4] (S3: tbl\_df/tbl/data.frame)  
## $ kata\_dalam\_artikel : num [1:150] 219 509 494 268 479 220 184 500 677 485 ...  
## $ tanda\_seru\_judul\_artikel: Factor w/ 2 levels "1","2": 1 1 2 1 1 1 1 2 1 1 ...  
## $ persen\_negatif : num [1:150] 8.47 4.74 3.33 6.09 2.66 3.02 4.1 4.63 2.18 4.22 ...  
## $ tipe\_berita : Factor w/ 2 levels "1","2": 1 2 1 2 1 2 1 1 1 2 ...

View(dt.ss)

# A. Eksplorasi Data

library(DataExplorer)  
plot\_intro(data = dt.ss)
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Pengecekan proporsi tipe data dan *missing value* menunjukkan bahwa data yang digunakan merupakan data lengkap karena jumlah baris dan kolom berjumlah 100%. Tipe data pada kasus ini yaitu diskrit dan kontinu. Selain itu, data yang digunakan tidak terdeteksi *missing value* atau data hilang.

library(corrplot)

## corrplot 0.92 loaded

korel<-cor(dt.ss[,-c(2,4)])  
corrplot(korel, type ="upper", method="number")
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Berdasarkan output tersebut, diketahui bahwa kata\_dalam\_artikel memiliki korelasi negatif dengan nilai yang rendah.

# Scatter plot: kata\_dalam\_artikel vs. persen\_negatif  
plot(dt.ss$kata\_dalam\_artikel, dt.ss$persen\_negatif, xlab = "kata\_dalam\_artikel", ylab = "persen\_negatif", main = "Scatter Plot")
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# Box plot: tipe\_berita vs. persen\_negatif  
boxplot(dt.ss$persen\_negatif ~ dt.ss$tipe\_berita, xlab = "tipe\_berita", ylab = "persen\_negatif", main = "Box Plot")

![](data:image/png;base64,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)

# Uji Chi-Square  
chisq.test(dt.ss$tipe\_berita, dt.ss$tanda\_seru\_judul\_artikel)

##   
## Pearson's Chi-squared test with Yates' continuity correction  
##   
## data: dt.ss$tipe\_berita and dt.ss$tanda\_seru\_judul\_artikel  
## X-squared = 18.121, df = 1, p-value = 2.073e-05

Berdasarkan hasil uji Chi-Square ini, kita dapat menyimpulkan bahwa terdapat hubungan yang signifikan antara variabel kategorikal tipe\_berita dan tanda\_seru\_judul\_artikel

#B. Pembagian data

library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

set.seed(123)  
  
# Bagi data menjadi data train (80%) dan data test (20%)  
train\_indices <- createDataPartition(dt.ss$tipe\_berita, p = 0.8, list = FALSE)  
train\_data <- dt.ss[train\_indices, ]  
test\_data <- dt.ss[-train\_indices, ]

#C. Model Naive Bayes

library(e1071)  
  
# Model nb1: tipe\_berita ~ tanda\_seru\_judul\_artikel  
model\_nb1 <- naiveBayes(tipe\_berita ~ tanda\_seru\_judul\_artikel, data = train\_data)  
summary(model\_nb1)

## Length Class Mode   
## apriori 2 table numeric   
## tables 1 -none- list   
## levels 2 -none- character  
## isnumeric 1 -none- logical   
## call 4 -none- call

model\_nb1

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 1 2   
## 0.4 0.6   
##   
## Conditional probabilities:  
## tanda\_seru\_judul\_artikel  
## Y 1 2  
## 1 0.75000000 0.25000000  
## 2 0.97222222 0.02777778

summary(model\_nb1)

## Length Class Mode   
## apriori 2 table numeric   
## tables 1 -none- list   
## levels 2 -none- character  
## isnumeric 1 -none- logical   
## call 4 -none- call

# Model nb2: tipe\_berita ~ kata\_dalam\_artikel  
model\_nb2 <- naiveBayes(tipe\_berita ~ kata\_dalam\_artikel, data = train\_data)  
model\_nb2

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 1 2   
## 0.4 0.6   
##   
## Conditional probabilities:  
## kata\_dalam\_artikel  
## Y [,1] [,2]  
## 1 455.1250 296.8904  
## 2 604.8889 786.7288

summary(model\_nb2)

## Length Class Mode   
## apriori 2 table numeric   
## tables 1 -none- list   
## levels 2 -none- character  
## isnumeric 1 -none- logical   
## call 4 -none- call

# Model nb3: tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif  
model\_nb3 <- naiveBayes(tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif, data = train\_data)  
model\_nb3

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 1 2   
## 0.4 0.6   
##   
## Conditional probabilities:  
## kata\_dalam\_artikel  
## Y [,1] [,2]  
## 1 455.1250 296.8904  
## 2 604.8889 786.7288  
##   
## persen\_negatif  
## Y [,1] [,2]  
## 1 3.515833 1.473854  
## 2 2.670000 1.120620

summary(model\_nb3)

## Length Class Mode   
## apriori 2 table numeric   
## tables 2 -none- list   
## levels 2 -none- character  
## isnumeric 2 -none- logical   
## call 4 -none- call

# Model nb4: tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif + tanda\_seru\_judul\_artikel  
model\_nb4 <- naiveBayes(tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif + tanda\_seru\_judul\_artikel, data = train\_data)  
model\_nb4

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## 1 2   
## 0.4 0.6   
##   
## Conditional probabilities:  
## kata\_dalam\_artikel  
## Y [,1] [,2]  
## 1 455.1250 296.8904  
## 2 604.8889 786.7288  
##   
## persen\_negatif  
## Y [,1] [,2]  
## 1 3.515833 1.473854  
## 2 2.670000 1.120620  
##   
## tanda\_seru\_judul\_artikel  
## Y 1 2  
## 1 0.75000000 0.25000000  
## 2 0.97222222 0.02777778

summary(model\_nb4)

## Length Class Mode   
## apriori 2 table numeric   
## tables 3 -none- list   
## levels 2 -none- character  
## isnumeric 3 -none- logical   
## call 4 -none- call

# D. Prior

1. Hitung jumlah kemunculan kelas “1” dalam data train

2. Hitung jumlah kemunculan kelas “2” dalam data train

3. Hitung total jumlah observasi dalam data train

4. Hitung peluang prior untuk masing-masing kelas

prior\_class1 <- count\_class1 / total\_count = 48/120 = 0.4

prior\_class2 <- count\_class2 / total\_count = 72/120 = 0.6

# E. Asumsi sebaran P(x|y)

Berdasarkan output yang Anda berikan, asumsi yang digunakan untuk sebaran P(x|y) pada model\_nb3 adalah sebagai berikut:

Untuk peubah prediktor “kata\_dalam\_artikel”:

* P(x=kata\_dalam\_artikel|y=1) adalah distribusi Normal dengan rata-rata 455.1250 dan deviasi standar 296.8904.
* P(x=kata\_dalam\_artikel|y=2) adalah distribusi Normal dengan rata-rata 604.8889 dan deviasi standar 786.7288.

Untuk peubah prediktor “persen\_negatif”:

* P(x=persen\_negatif|y=1) adalah distribusi Normal dengan rata-rata 3.515833 dan deviasi standar 1.473854.
* P(x=persen\_negatif|y=2) adalah distribusi Normal dengan rata-rata 2.670000 dan deviasi standar 1.120620.

Dalam Naive Bayes Classifier, asumsi yang umum digunakan adalah asumsi bahwa peubah prediktor terdistribusi secara independen, tetapi dalam kasus ini, terlihat bahwa distribusi yang digunakan adalah distribusi Normal (Gaussian) untuk masing-masing peubah prediktor.

Alasan di balik penggunaan asumsi distribusi Normal adalah karena Naive Bayes Classifier untuk prediktor diskrit ini menggunakan model distribusi Normal untuk memodelkan hubungan antara peubah prediktor dan peubah respon. Meskipun asumsi distribusi Normal ini sering digunakan, penting untuk memastikan bahwa asumsi ini sesuai dengan karakteristik data yang digunakan dan konteks masalah yang spesifik.

# F. Syntax

# Membuat model\_nb3 dengan asumsi distribusi Normal  
model\_nb3 <- naiveBayes(tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif, data = train\_data, distribution = "gaussian")  
model\_nb3

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace, distribution = "gaussian")  
##   
## A-priori probabilities:  
## Y  
## 1 2   
## 0.4 0.6   
##   
## Conditional probabilities:  
## kata\_dalam\_artikel  
## Y [,1] [,2]  
## 1 455.1250 296.8904  
## 2 604.8889 786.7288  
##   
## persen\_negatif  
## Y [,1] [,2]  
## 1 3.515833 1.473854  
## 2 2.670000 1.120620

# Menampilkan ringkasan model  
summary(model\_nb3)

## Length Class Mode   
## apriori 2 table numeric   
## tables 2 -none- list   
## levels 2 -none- character  
## isnumeric 2 -none- logical   
## call 5 -none- call

# G. Model Regresi Logistik

# Model rl1: tipe\_berita ~ tanda\_seru\_judul\_artikel  
model\_rl1 <- glm(tipe\_berita ~ tanda\_seru\_judul\_artikel, data = train\_data, family = "binomial")  
summary(model\_rl1)

##   
## Call:  
## glm(formula = tipe\_berita ~ tanda\_seru\_judul\_artikel, family = "binomial",   
## data = train\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.6650 0.2051 3.242 0.00119 \*\*  
## tanda\_seru\_judul\_artikel2 -2.4567 0.7908 -3.107 0.00189 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 161.52 on 119 degrees of freedom  
## Residual deviance: 147.33 on 118 degrees of freedom  
## AIC: 151.33  
##   
## Number of Fisher Scoring iterations: 4

# Model rl2: tipe\_berita ~ kata\_dalam\_artikel  
model\_rl2 <- glm(tipe\_berita ~ kata\_dalam\_artikel, data = train\_data, family = "binomial")  
summary(model\_rl2)

##   
## Call:  
## glm(formula = tipe\_berita ~ kata\_dalam\_artikel, family = "binomial",   
## data = train\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) 0.1516359 0.2745746 0.552 0.581  
## kata\_dalam\_artikel 0.0004933 0.0004150 1.189 0.235  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 161.52 on 119 degrees of freedom  
## Residual deviance: 159.65 on 118 degrees of freedom  
## AIC: 163.65  
##   
## Number of Fisher Scoring iterations: 4

# Model rl3: tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif  
model\_rl3 <- glm(tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif, data = train\_data, family = "binomial")  
summary(model\_rl3)

##   
## Call:  
## glm(formula = tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif,   
## family = "binomial", data = train\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.7732898 0.5963891 2.973 0.00295 \*\*  
## kata\_dalam\_artikel 0.0004792 0.0004494 1.066 0.28635   
## persen\_negatif -0.5261423 0.1660615 -3.168 0.00153 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 161.52 on 119 degrees of freedom  
## Residual deviance: 147.79 on 117 degrees of freedom  
## AIC: 153.79  
##   
## Number of Fisher Scoring iterations: 4

# Model rl4: tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif + tanda\_seru\_judul\_artikel  
model\_rl4 <- glm(tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif + tanda\_seru\_judul\_artikel, data = train\_data, family = "binomial")  
summary(model\_rl4)

##   
## Call:  
## glm(formula = tipe\_berita ~ kata\_dalam\_artikel + persen\_negatif +   
## tanda\_seru\_judul\_artikel, family = "binomial", data = train\_data)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 1.8603788 0.6177687 3.011 0.00260 \*\*  
## kata\_dalam\_artikel 0.0004344 0.0004618 0.941 0.34684   
## persen\_negatif -0.4713723 0.1716289 -2.746 0.00602 \*\*  
## tanda\_seru\_judul\_artikel2 -2.2473430 0.8123347 -2.767 0.00567 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 161.52 on 119 degrees of freedom  
## Residual deviance: 137.26 on 116 degrees of freedom  
## AIC: 145.26  
##   
## Number of Fisher Scoring iterations: 4

# H. Asumsi Sebaran Prior

Berdasarkan model regresi logistik (model\_rl4) yang telah dibuat, asumsi sebaran prior yang umum digunakan untuk intercept dan koefisien adalah sebagai berikut:

Asumsi sebaran prior untuk Intercept:

Intercept pada model regresi logistik biasanya diasumsikan memiliki sebaran prior yang terdistribusi secara Normal (Gaussian) dengan mean 0 dan varian yang cukup besar. Asumsi sebaran prior untuk Koefisien (beta) pada peubah prediktor:

Koefisien pada model regresi logistik juga diasumsikan memiliki sebaran prior yang terdistribusi secara Normal dengan mean 0 dan varian yang cukup besar. Asumsi ini dipilih karena sebaran prior yang simetris di sekitar 0 memberikan fleksibilitas yang cukup besar pada model, memungkinkan model untuk menyesuaikan diri terhadap data yang diberikan.

# I. Syntax

# Mengatur prior untuk intercept  
prior\_intercept <- 0 # Mean = 0

# J. Sensitivitas dan Spesifisitas

# Menggunakan model\_nb3 dengan data test  
probabilities\_nb3 <- predict(model\_nb3, newdata = test\_data, type = "class")

# Prediksi menggunakan model\_rl3 dengan data test  
probabilities\_rl3 <- predict(model\_rl3, newdata = test\_data, type = "response")  
predictions\_rl3 <- ifelse(probabilities\_rl3 >= 0.5, "1", "2")

# Definisikan fungsi untuk menghitung sensitivitas dan spesifisitas  
calculate\_sensitivity\_specificity <- function(actual, predicted) {  
 tp <- sum(actual == "1" & predicted == "1") # True Positive  
 tn <- sum(actual == "2" & predicted == "2") # True Negative  
 fp <- sum(actual == "2" & predicted == "1") # False Positive  
 fn <- sum(actual == "1" & predicted == "2") # False Negative  
   
 sensitivity <- tp / (tp + fn) # Sensitivitas (True Positive Rate)  
 specificity <- tn / (tn + fp) # Spesifisitas (True Negative Rate)  
   
 return(list(sensitivity = sensitivity, specificity = specificity))  
}

# Menghitung sensitivitas dan spesifisitas untuk model\_nb3 dengan cut-off 0.5, 0.6, dan 0.7  
cutoffs <- c(0.5, 0.6, 0.7) # Nilai cut-off peluang yang ingin digunakan  
results\_nb3 <- lapply(cutoffs, function(cutoff) {  
 predictions <- ifelse(as.numeric(probabilities\_nb3) >= cutoff, "1", "2")  
 calculate\_sensitivity\_specificity(as.character(test\_data$tipe\_berita), predictions)  
})  
results\_nb3

## [[1]]  
## [[1]]$sensitivity  
## [1] 1  
##   
## [[1]]$specificity  
## [1] 0  
##   
##   
## [[2]]  
## [[2]]$sensitivity  
## [1] 1  
##   
## [[2]]$specificity  
## [1] 0  
##   
##   
## [[3]]  
## [[3]]$sensitivity  
## [1] 1  
##   
## [[3]]$specificity  
## [1] 0

# Menghitung sensitivitas dan spesifisitas untuk model\_rl3 dengan cut-off 0.5, 0.6, dan 0.7  
results\_rl3 <- lapply(cutoffs, function(cutoff) {  
 predictions <- ifelse(probabilities\_rl3 >= cutoff, "1", "2")  
 calculate\_sensitivity\_specificity(test\_data$tipe\_berita, predictions)  
})  
results\_rl3

## [[1]]  
## [[1]]$sensitivity  
## [1] 0.4166667  
##   
## [[1]]$specificity  
## [1] 0.2777778  
##   
##   
## [[2]]  
## [[2]]$sensitivity  
## [1] 0.4166667  
##   
## [[2]]$specificity  
## [1] 0.6666667  
##   
##   
## [[3]]  
## [[3]]$sensitivity  
## [1] 0  
##   
## [[3]]$specificity  
## [1] 0.7777778

# J. Kombinasi Model Terbaik

Berdasarkan hasil di atas, tidak ada kombinasi model dan cut-off yang secara konsisten memiliki sensitivitas dan spesifisitas yang tinggi. Namun, jika kita lebih mengutamakan spesifisitas untuk memastikan bahwa artikel berita yang terdeteksi palsu adalah benar-benar palsu, maka kombinasi model\_rl3 dengan cut-off 0.7 dapat menjadi pilihan terbaik.