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**1.** 導論：航向未知 **——** 資料分析的系統化途徑  
**1.1** 陌生資料領域的挑戰  
在資料科學的實踐中，分析師經常面臨來自完全陌生領域的資料集。缺乏相關的領域知識（Domain Knowledge）是新手分析師普遍遇到的困境，這往往導致他們在探索性資料分析（Exploratory Data Analysis, EDA）和特徵篩選過程中，依賴直覺或「感覺式」的方法，而非一套嚴謹的系統化流程（使用者查詢）。這種非結構化的處理方式隱藏著多重風險：分析師可能迷失在龐雜的資料中，被虛假的模式或相關性誤導，做出不恰當的模型選擇，最終無法有意義地解釋分析結果或產生可行的商業洞見1。

**1.2** 為何系統化流程對新手至關重要  
面對未知領域的不確定性，一套系統化的分析流程顯得格外重要。遵循一個結構化的工作流程，例如廣泛應用的 CRISP-DM（跨行業資料探勘標準流程）框架或類似方法，能為分析師提供清晰的路線圖，減少模糊性，並確保關鍵步驟不被遺漏3。結構化的流程不僅有助於提升分析的可重複性6，更能建立分析師的信心，使其能夠有條不紊地應對挑戰5。此外，系統化的 EDA 不僅僅是為了發現有趣的模式，更根本的目的是深入理解資料的品質、特性以及其是否適合用於解決手頭的分析問題6。

**1.3** 本指南的結構與目標概覽  
本指南旨在為資料科學新手提供一套實用的、按部就班的方法論，以應對陌生領域的資料分析挑戰。內容將依循一個邏輯性的結構展開：首先奠定特徵工程的基礎知識，接著詳細闡述一個系統化的資料分析工作流程，涵蓋從問題定義到關聯分析的各個階段。其中，將特別深入探討在缺乏領域知識背景下，如何進行系統性的探索性資料分析（EDA）和有效的特徵工程。指南的核心目標是強調在每個階段的「目的（Purpose）」、「策略（Strategy）」、「常見陷阱（Pitfalls）」以及「潛在誤導（Misinterpretations）」，並提供關於資料視覺化選擇與應用的清晰原則。最終目標是幫助新手建立紮實的分析基礎，掌握一套能夠規避常見錯誤（如資料洩漏、過度擬合、結果誤讀）的實戰技能。

**2.** 基礎：理解特徵工程  
**2.1** 何謂特徵工程？

定義：  
特徵工程（Feature Engineering）是資料科學與機器學習流程中的核心環節，其定義為從原始資料中選取（Selecting）、操作（Manipulating）和轉換（Transforming）資料，以產生能夠被機器學習模型（特別是監督式學習模型）有效理解和利用的「特徵」（Features）的過程 8。特徵是任何可用於預

測模型的、可測量的輸入變數 8。本質上，特徵工程是運用統計或機器學習方法，將原始觀測數據轉化為對模型有價值的屬性的行為 8。

重要性：

特徵工程對於機器學習專案的成功至關重要 8。模型的性能在很大程度上取決於訓練時所用特徵的品質 11。它被譽為是將混亂資料集轉化為機器學習模型「金礦」的「秘方」9，是連接原始資料與強大預測模型的橋樑 8。良好的特徵工程能夠顯著提升模型的準確性、加速訓練過程、改善模型的可解釋性，並有助於揭示資料中潛藏的洞見 9。其影響力之大，有時甚至超過演算法本身的選擇 13。當特徵工程執行得當時，產生的資料集將是最佳化的，包含所有影響業務問題的關鍵因素，從而催生出最準確的預測模型和最有用的商業洞察 8。

在機器學習流程中的角色：

特徵工程是模型訓練前一個關鍵的「預處理」（Preprocessing）步驟 8。它位於原始資料收集與模型建構之間，負責將資料塑造成適合演算法使用的形式。這個過程並非一蹴可幾，而是具有迭代

性（Iterative）和情境依賴性（Context-dependent）的，需要根據資料特性、模型類型和分析目標不斷調整和實驗 9。

**2.2** 特徵工程的生命週期（核心流程）

特徵工程涵蓋一系列相互關聯的活動，雖然不同來源的描述略有差異，但核心流程通常包

含以下幾個方面：

1. 特徵創建（Feature Creation）：  
此過程涉及從現有資料中產生新的、對模型可能有幫助的變數 8。這可以透過結合領域知識或應用數學運算（如計算比率、創建交互項、進行聚合）來實現 10。例如，在房地產資料中，根據總價和面積創建「每平方英尺成本」就是一個特徵創建的例子 8。這個步驟往往需要分析師的創造力和判斷力 10。

2. 特徵轉換（Feature Transformation）：  
這一步驟是對現有特徵進行修改，將其從一種表示形式轉換為另一種 8。常見的轉換包括數據縮放（Scaling）、歸一化（Normalization）、編碼（Encoding）、對數轉換（Log Transform）等 8。其目標是確保資料在不同特徵間具有一致性，使其更適合特定演算法的需求，或改善資料的可視化效果 8。

3. 特徵提取（Feature Extraction）：  
特徵提取是指自動地從原始資料中創建新的、通常維度更低的特徵表示 8。目的是在不扭曲原始關係或重要資訊的前提下，將資料量壓縮到更易於管理的程度 8。常見的技術包括主成分分析（PCA）、文本分析中的詞袋模型或 TF-IDF、圖像處理中的邊緣檢測、以及使用自動編碼器（Autoencoders）等 10。值得注意的是，「特徵提取」有時會與「特徵工程」互換使用，或者特指將原始特徵空間映射到低維空間的過程 11。

4. 特徵選擇（Feature Selection）：  
此過程旨在從所有可用特徵中，挑選出一個最相關的子集，以用於模型訓練 9。目標是降低模型的複雜性、提高訓練效率、避免過度擬合（Overfitting），並增強模型的可解釋性 9。特徵選擇方法大致可分為過濾法（Filter）、包裹法（Wrapper）和嵌入法（  
Embedded）三類 13。

5. 探索性資料分析（Exploratory Data Analysis, EDA）：

EDA 是運用分析和視覺化手段來理解資料屬性、發現模式、檢驗假設和檢查數據品質的過程 8。它在特徵工程的各個環節都扮演著重要角色，為特徵創建、轉換和選擇提供依據和方向 8。

6. 基準測試（Benchmarking）：  
建立一個基準模型（通常是簡單、易於解釋的模型）或基準指標，用來評估經過特徵工程處理後的特徵集對模型性能的實際提升效果 8。這有助於判斷哪些特徵工程的操作是有效的。

需要強調的是，這些流程並非嚴格的線性順序，而是高度迭代和相互關聯的11。例如，EDA 的發現可能引導新的特徵創建或轉換；特徵選擇的結果需要透過基準測試來驗證其有效性；特徵提取可能先於特徵選擇進行。分析師應將這些視為一個動態的工具箱，根據具體情況靈活運用。

**2.3** 領域驅動 **vs.** 資料驅動的特徵工程

特徵工程的實施策略大致可分為兩類：領域驅動和純資料驅動。

● 領域驅動（**Domain-Driven**）特徵工程：  
○ 定義：這種方法主要依賴於特定領域（如金融、醫療、工程等）的專家知識和深刻理 解來指導特徵的選擇、創建和轉換10。它建立在對領域內潛在機制、因果關係和業 務邏輯的認知之上25。

○ 優點：  
■ 速度可能更快，因為專家經驗可以快速定位潛在的關鍵特徵（使用者查詢）。

■ 能夠創建具有高度相關性和可解釋性的特徵，因為這些特徵根植於領域的實際 意義14。

■ 有助於改善與領域專家的溝通，確保分析目標與業務需求一致25。

■ 在需要高度可信度和解釋性的領域（如醫療診斷、信用評分）尤為重要28。

○ 缺點：  
■ 容易受到專家既有認知框架的限制，可能忽略資料中隱藏的、反直覺的模式 （使用者查詢）。

■ 存在引入專家偏見（Bias）的風險27。

■ 依賴於領域專家的可用性和專業水平25。

■ 對於非常複雜或全新的問題，現有領域知識可能不足。

○ 適用情境：具有成熟理論基礎或豐富專家經驗的領域；對模型可解釋性要求高的應 用；用於補充和驗證資料驅動方法的結果。

● 純資料驅動（**Pure Data-Driven**）特徵工程：  
○ 定義：這種方法完全依賴於資料本身的統計特性、數據探勘技術或機器學習演算 法來自動發現、篩選和構建特徵，而不依賴（或很少依賴）先驗的領域知識（使用者 查詢8）。近年來興起的自動化特徵工程（Automated Feature Engineering, AutoFE ）技術，如基於遺傳演算法或強化學習的方法，也屬於此範疇13。

○ 優點：

■ 有潛力發現人類專家可能忽略的、非直觀的複雜模式27。

■ 減少了對專家主觀判斷和潛在偏見的依賴。

■ 對於缺乏成熟領域知識的新興問題或超大規模、高維度資料集具有良好的可擴 展性。

○ 缺點：  
■ 通常較為耗時，需要大量的計算資源和時間來探索資料（使用者查詢）。

■ 需要花費大量精力去理解資料本身的結構和意義（使用者查詢）。

■ 容易受到資料中噪音和虛假相關性（Spurious Correlation）的影響，可能導致 方向被帶偏（使用者查詢23）。

■ 產生的特徵可能缺乏直觀的業務含義或物理解釋，導致模型成為「黑盒子」，難 以解釋和信任28。

■ 若不謹慎，容易導致過度擬合23。

○ 適用情境：領域知識有限或不存在的探索性分析；處理高維度、複雜的資料集；希 望發現全新模式；作為領域驅動方法的補充或基準。

● 比較分析與限制：  
兩者之間存在明顯的權衡：領域驅動在速度和可解釋性上佔優，而資料驅動在模式發現和可擴展性上更強 26。領域驅動方法在大型複雜專案中可能力不從心，而純資料驅動若缺乏結構性指導，則可能陷入混亂 26。特別是純粹依賴深度學習等資料驅動方法的特徵工程，往往以犧牲可解釋性為代價來換取預測精度，這在許多實際應用場景中是不可接受的 28。

● 實踐建議：走向「資料啟發（Data-Informed）」  
在實踐中，最有效的方法往往不是絕對的領域驅動或資料驅動，而是兩者的結合，即「資料啟發」（Data-Informed）的方法 29。這種方法強調利用可獲得的所有資訊——包括業務背景、資料來源描述、甚至是基本的邏輯常識——來指導系統化的資料探索過程。對於缺乏深厚領域知識的新手而言，關鍵在於利用嚴謹的「流程」（如系統化的 EDA、仔細的驗證）來彌補直覺的不足（使用者查詢）。流程本身提供了必要的護欄，防止在未知的資料海洋中迷失方向。即使是最基礎的業務問題理解，也能為資料驅動的步驟提供寶貴的上下文和方向指引。

● 缺乏領域知識的潛在風險：  
當分析師缺乏領域知識時，一個特別突出的風險是難以判斷特徵的「合理性」。他們可能無法直覺地識別出那些在現實世界中不應在預測時點可用的「洩漏特徵」（Leaky Features）30，或者那些僅僅是統計上的巧合而非真實關聯的「虛假相關特徵」（Spurious Features）31。領域知識有助於過濾掉這些看似相關但實則無效或有害的特徵 25。因此，在缺乏領域知識的情況下，分析師必須更加依賴嚴格的驗證程序（如交叉驗證）、批判性思維（不斷質疑發現的模式）以及對潛在陷阱（如資料洩漏、虛假相關）的高度警惕。

**3.** 系統化資料分析工作流程（基於 **CRISP-DM** 原則）

為了提供一個結構化、行業認可的方法，本節將介紹一個基於 CRISP-DM（跨行業資料探勘標準流程）框架改編的系統化資料分析工作流程3。CRISP-DM 是一個成熟且廣泛應用的模

型，它將資料探勘專案劃分為六個主要階段，為分析師提供了一個清晰的操作指南。

**3.1** 階段一：定義問題與分析目標（業務理解）

● 目的：

此階段的核心目標是從業務角度出發，清晰地理解專案的背景、要解決的具體問題，並

將其轉化為明確、可衡量的資料分析目標 3。這是整個專案的基石，決定了後續所有工作的方向和重點 35。

● 策略：

1. 理解業務目標：與利益相關者溝通（如果可能），或深入分析需求文件，以把握最根

本的業務需求3。避免停留在模糊的陳述上（例如，從「提升效率」具體化為「在未來

六個月內將客服工單處理時間縮短 20%」）4。反覆提問：「我們真正要解決的業務問題是什麼？」、「成功的標準是什麼？」3。常見目標包括提升銷售額、降低客戶流

失率、預測設備故障等35。

2. 評估現狀：盤點可用資源（資料來源、分析工具、人員技能）、專案需求（時間表、結

果品質要求）、潛在限制（資料隱私、法規遵循、技術瓶頸）、基本假設和風險，並進

行初步的成本效益分析3。這一步對於判斷專案的可行性至關重要。

3. 確定資料探勘**/**分析目標：將宏觀的業務目標轉化為具體的、可透過資料分析實現 的技術目標3。同時定義技術層面的成功標準3。例如：業務目標是降低流失率，分

析目標可以是「建立一個預測模型，識別可能流失的客戶，準確率達到 X%」。

4. 識別初步資料需求：基於已定義的目標，初步列出可能需要的資料類型（例如，客 戶基本資料、購買歷史、網站瀏覽行為、產品使用數據等）33。

5. 制定初步專案計劃：概述專案的主要階段、時間安排、可能使用的工具和技術3。

● 陷阱與誤區：

○ 目標模糊：在沒有清晰、具體問題的情況下開始分析36。這會導致探索漫無目的， 產出不相關的結果。

○ 目標錯位：分析任務與實際業務需求脫節2。資料科學團隊解決了一個業務部門並 不關心或認為沒有價值的問題。

○ 解決錯誤問題：誤解了需求，或者只關注了問題的表面現象而非根本原因2。例如， 試圖優化某個功能的使用率，而根本問題可能是產品定位錯誤。

○ 框架偏見**/**預設假設：讓先入為主的觀念影響問題的定義或對預期結果的設定1。

○ 忽視約束條件：未充分考慮資料的可獲取性、品質問題、隱私限制或資源不足就開

始專案3。

○ 過度承諾：對資料科學在特定條件下能達成的效果設定了不切實際的期望2。

● 要點闡述：

問題定義階段是整個資料科學專案中最具挑戰性也最容易出錯的環節，尤其是在初始

需求模糊或跨團隊溝通不暢的情況下 2。此階段的失誤意味著後續投入的大量資源可能都浪費在解決一個不重要或錯誤的問題上。因此，分析師必須在此階段投入足夠的

時間和精力，透過不斷提問來澄清需求，精確界定分析的範圍和目標。即使缺乏深厚的

領域知識，專注於定義「可衡量」的目標和清晰的「範圍」，也能為後續的分析工作提供

必要的結構和指引 4。將模糊的業務語言轉化為具體的、可用數據回答的問題，本身就

是一種重要的結構化過程，有助於彌補領域直覺的不足。

**3.2** 階段二：初步資料理解與結構化（系統化 **EDA**）

● 目的：

此階段旨在初步接觸和熟悉原始資料，評估其整體品質，理解其基本結構和特徵，識別潛在的問題（如缺失值、異常值），並獲得初步的洞察 3。對於處理來自未知領域的資料，這一階段尤為關鍵，因為它為後續的數據準備和建模奠定了基礎 10。EDA 的目標是培養對資料的「感覺」和理解 7。

● 策略：針對未知領域的初步探索清單：

1. 載入資料與基本檢視：

■ 將資料導入分析環境（如 Python Pandas DataFrame）42。

■ 檢查資料維度（Shape）：有多少行（觀測值）和多少列（特徵）？使用 .shape 屬 性41。

■ 查看頭部和尾部數據 (.head(), .tail()）：快速了解資料的數值和欄位名稱41。■ 列出所有欄位名稱 (.columns)：確認包含的特徵41。

■ 檢查資料類型 (.info(), .dtypes)：識別數值型、類別型、物件型、日期時間型等。判斷類型是否符合預期？41。不匹配的類型需要在後續階段修正43。

2. 初步資料品質掃描：  
■ 檢查缺失值 (.isnull().sum())：量化每列的缺失數據。缺失比例是多少？41。記錄 下缺失嚴重的特徵，以便後續處理。如果可能，嘗試理解數據缺失的原因49。

■ 檢查重複行 (.duplicated().sum())：識別並考慮移除完全重複的記錄43。

3. 變數摘要（描述性統計）：  
■ 數值型變數 (.describe())：計算計數、平均值、標準差、最小值、最大值、四 分位數12。注意觀察是否存在不合理的範圍（如負數年齡）、平均值與中位數差

異過大（偏態）、標準差極高或極低等情況。

■ 類別型變數 (.describe(include='object'), .value\_counts())：獲取計數、唯一值數量、最高頻類別及其頻率43。檢查基數（Cardinality，即唯一值的數量）——基數過高或過低的類別型變數可能需要特殊處理51。

4. 首次視覺化（聚焦分佈）：  
■ 數值型變數：繪製直方圖（Histograms, .hist(), seaborn.histplot）或核密度估計 圖（Density Plots, seaborn.kdeplot）觀察分佈形態（常態、偏態、多峰等）43。繪 製箱型圖（Box Plots, seaborn.boxplot）觀察數據的散佈範圍、中位數、四分位 數以及潛在的異常值43。

■ 類別型變數：繪製條形圖（Bar Charts, seaborn.countplot）觀察各類別的頻數 41。

5. 提出問題（引導式探索）：利用統計摘要和視覺化圖表，提出探索性問題：哪些數值

最常見？哪些很少見？是否存在異常值？資料中是否存在明顯的群組或聚類？分佈是否符合（即使是模糊的）預期？7。最重要的是，即使缺乏領域知識，也要問「這看起來合理嗎？」。是否存在邏輯上不可能的數值（例如，年齡小於 0）？46。

6. 記錄發現（建立資料字典**/**筆記）：創建一個結構化的資料描述文檔：記錄欄位名稱、資料類型、欄位含義（如果可知）、單位、允許值範圍、以及關於數據品質問題或初步發現的筆記33。這對於理解未知領域的資料至關重要。

● 陷阱與誤區：  
○ 跳過或草率進行 **EDA**：沒有充分理解資料就直接進入建模階段，容易導致「垃圾進 ，垃圾出」3。

○ 表面檢查：僅僅依賴 .info() 或 .describe() 的輸出，而忽略了透過視覺化來觀察分 佈6。平均值等統計量可能掩蓋多峰分佈或異常值的存在。

○ 誤解缺失數據：簡單地假設缺失是隨機發生的，而實際上可能是系統性缺失（ MNAR），具有特定含義43。直接刪除行或列可能引入偏見49。

○ 忽略資料類型：將數值編碼的類別誤認為連續數值，或未將日期字串轉換為日期 時間格式46。

○ 漫無目的地繪圖：沒有具體問題引導，隨意生成大量圖表，難以提取有效資訊7。○ **EDA** 中的確認偏誤：只關注那些支持自己初步想法的模式，忽略與之矛盾的證據 55。

● 要點闡述：  
對於缺乏領域知識的新手，系統化的 EDA 提供了一套結構化的探索路徑。透過遵循清單式的步驟，並圍繞「變異性」（Variation，單個變數內部的變化）和「共變性」（  
Covariation，變數之間的關聯變化）這兩個核心問題來提問 7，分析的焦點從「這個數據在該領域代表什麼？」轉變為「這個數據具有哪些統計和結構特性？」。這種方法論

本身就提供了必要的指導，彌補了領域直覺的缺乏。初步的視覺化，如直方圖和箱型圖，是理解所有變數分佈特徵、快速識別潛在問題（如異常值、偏態）的關鍵第一步 43。這些圖表易於生成，能直觀地總結數據特性，為後續的數據清理和特徵工程階段標示

出需要關注的重點。

**3.3** 階段三：生成初步假設

● 目的：  
基於在 EDA 階段獲得的洞察，提出關於資料內部關係或潛在問題答案的、具體的、可檢驗的、有根據的猜測（即假設）41。此階段是從廣泛的資料理解過渡到有針對性的分析或建模的橋樑。

● 策略：  
 1. 連結 **EDA** 觀察結果：將 EDA 中發現的模式（如相關性、群組差異、趨勢）與可能的 解釋或變數間關係聯繫起來59。例如：「EDA 顯示 A 區域的銷售額較高。假設：A 區 域的市場行銷投入更高。」  
 2. 構建可檢驗的陳述：將假設表述為清晰的、通常是關於變數之間關係的陳述58。例 如：「假設：網站訪問量（變數 X）的增加與更高的轉化率（變數 Y）呈正相關。」

3. 考慮零假設與對立假設：嘗試將假設框定為能夠進行統計檢驗的形式（儘管正式檢驗可能在後續階段進行）。零假設（H0）通常表述為「沒有效應」或「沒有關係」。對立假設（H1）則表述為「存在效應」或「存在關係」59。

4. 利用基本邏輯和資料結構：即使沒有深入的領域知識，也可以利用資料的內在結

構（如時間序列、客戶資料分組）來生成合理的假設60。例如，基於時間 = 距離 / 速度的常識，可以假設行程距離與行程時間正相關60。

5. 區分假設生成與假設檢驗：強調此階段的重點是基於初步的數據探索「產生」可能 的想法，而不是立即進行嚴格的「證明」58。正式的檢驗需要更深入的分析或建模。

● 陷阱與誤區：

○ 確認偏誤（**Confirmation Bias**）：只提出那些支持自己先入為主的觀點的假設，而 忽略 EDA 中發現的矛盾證據55。應主動尋找反駁證據56。

○ 不可檢驗的假設：提出模糊的猜測，無法用現有數據或方法進行驗證。

○ 事後修改假設（**HARKing - Hypothesizing After the Results are Known**）：在

看到分析或模型結果後，回過頭來修改假設以使其符合結果。這違背了科學探究的

原則66。假設應在深入分析或建模「之前」提出。對於意外的發現，應報告為探索性

的或假設生成性的，而非驗證性的66。

○ 混淆相關性與因果性：在假設中，僅僅基於 EDA 中觀察到的相關性就假定存在因 果關係31。除非明確提出要檢驗某個因果機制（這通常需要實驗設計），否則初步假

設應側重於描述關聯性。

● 要點闡述：  
 假設生成扮演著關鍵的「聚焦」角色，將廣泛的探索（EDA）轉化為有目標的深入調查 58

。即使這些假設只是基於資料本身的結構特徵（而非深奧的領域理論）提出的簡單猜想

，它們也為後續分析提供了必要的方向感。對於新手，尤其是在缺乏領域知識的情況下

，假設生成階段最主要的危險是確認偏誤 55。這更加凸顯了主動質疑初步假設、積極

考慮對觀察到的模式的其他可能解釋的重要性。例如，分析師應自問：「這個相關性會

不會是虛假的？」「是否存在其他變數影響了這個結果？」

**3.4** 階段四：數據處理與特徵工程實踐

● 目的：

根據 EDA 階段的發現對資料進行清理，並系統地創建、轉換和選擇特徵，以優化用於建模的資料集，旨在提高模型的準確性、效率和可解釋性 8。

● 策略：深入探討技術細節：

**A.** 資料清理（**Data Cleaning**）：處理 **EDA** 中發現的問題  
○ 處理缺失值（**Handling Missing Values**）：  
 ■ 目的：避免數據丟失，防止模型因無法處理 NaN 值而出錯，減少因缺失模式引 入的偏見8。

■ 技術：

■ 刪除（行/列）：適用於數據量充足且缺失比例低，或某列幾乎全空（如 > 30-50%）的情況。需謹慎使用，可能丟失資訊或引入偏見15。

■ 均值/中位數填充（數值型）：簡單常用。數據偏態時使用中位數更佳12。可能

扭曲變數的方差和相關性。

■ 眾數填充（類別型）：用最頻繁出現的類別替換缺失值8。適用於某個類別佔

主導地位的情況。

■ 任意值/新類別填充：指定一個特殊值（如 -1, 999）或類別（如 "Missing",

"Unknown"）來標示缺失46。如果缺失本身包含信息（非隨機缺失），這種方

法有時能捕捉到。

■ 進階方法（簡述）：K-近鄰填充（KNN Imputation）、多重插補（MICE）、基於

模型的填充14。更複雜，但可能更準確。

■ 選擇時機：依據缺失比例、數據類型、變數分佈、缺失原因（MCAR, MAR, MNAR）以及模型對缺失值的敏感度來決定21。

○ 異常值檢測與處理（**Outlier Detection & Treatment**）：  
■ 目的：防止異常值扭曲統計量（如均值）、干擾模型訓練（尤其是線性模型、基

於距離的演算法），或違反模型假設12。

■ 檢測技術：視覺化（箱型圖、散點圖）、統計規則（Z 分數 > 3、IQR 法則：超出

Q1-1.5*IQR* 或 *Q3+1.5*IQR）12。演算法（孤立森林 Isolation Forest、DBSCAN - 較

進階）18。

■ 處理技術：

■ 刪除：移除包含異常值的觀測。謹慎使用7。

■ 轉換：應用對數、平方根、Box-Cox 轉換來減小異常值的影響12。

■ 縮尾（Winsorization）/蓋帽（Capping）：用某個百分位數（如第 1/99 百分位 數）替換極端值16。

■ 插補：將異常值視為缺失值進行填充21。

■ 保留：如果異常值是真實且包含重要信息的，或者使用的模型對異常值不

敏感（如樹模型），則可以保留。

■ 選擇時機：取決於異常值的成因（是錯誤還是真實極端值？）、出現頻率、對模型的影響以及所選演算法的特性。務必先調查異常值7。如果異常值對結果

有顯著影響，不能在沒有充分理由的情況下隨意丟棄7。

**B.** 特徵轉換（**Feature Transformation**）：修改現有特徵  
○ 縮放**/**歸一化（**Scaling/Normalization**）：  
 ■ 目的：將不同特徵的數值範圍調整到可比較的尺度。對於基於距離的演算法（

KNN, SVM, 聚類）、使用梯度下降優化的模型（神經網路、線性回歸）以及 PCA 等方法至關重要9。防止數值範圍大的特徵主導模型訓練過程15。

■ 技術：

■ 標準化（Standardization, Z-score Scaling）：將數據轉換為均值為 0，標準

差為 1 的分佈。公式：(x - mean) / std\_dev。相較於 Min-Max Scaling，受異常值影響較小。通常是預設的優先選擇11。

■ 歸一化（Normalization, Min-Max Scaling）：將數據重新縮放到一個固定的 區間，通常是。公式：(x - min) / (max - min)。對異常值敏感。當需要數據

在特定範圍內時（如圖像像素強度）比較有用11。

■ 選擇時機：一般情況下優先考慮標準化，除非需要特定的數值範圍或已妥善處 理異常值。關鍵點：必須在劃分訓練集和測試集「之後」進行縮放，且縮放器（

Scaler）應僅在訓練數據上進行 fit（學習參數），然後再對訓練集和測試集（以

及驗證集）進行 transform（應用轉換）30。

○ 類別數據編碼（**Encoding Categorical Data**）：  
■ 目的：將類別型特徵（通常是文本標籤）轉換為機器學習演算法能夠處理的數 值格式9。

■ 技術：

■ 獨熱編碼（One-Hot Encoding, OHE）：為每個類別創建一個新的二元（0/1）

欄位。最適用於名目型數據（Nominal Data，類別間無序）。能避免引入錯誤的順序關係。缺點是如果類別數量（基數）很多，會產生大量新欄位，導致

維度災難9。

■ 標籤編碼（Label Encoding）：為每個唯一類別分配一個整數（例如，紅色

=0, 藍色=1, 綠色=2）。簡單，不會增加維度。適用於順序型數據（Ordinal

Data，類別有明確順序，如低、中、高）或某些樹模型。對於名目型數據，可能讓模型誤認為類別間存在數值大小關係15。

■ 目標編碼（Target Encoding）：用該類別對應的目標變數（Target Variable） 的平均值來替換類別。能捕捉類別與目標之間的關係，且不增加維度。但有

過度擬合和數據洩漏的風險，需要非常謹慎地實施（例如，僅使用訓練集內

的交叉驗證折疊來計算均值）13。

■ 計數/頻率編碼（Count/Frequency Encoding）：用類別在資料集中出現的

次數或頻率來替換類別71。可以捕捉類別的普遍性。

■ 選擇時機：低基數名目型數據常用 OHE。順序型數據或樹模型可用標籤編碼。

高基數類別可謹慎嘗試目標編碼或計數編碼。

○ 數學轉換（對數、平方根、**Box-Cox**）：

■ 目的：處理偏態分佈（使其更接近常態分佈），穩定變異數，使關係線性化，減

輕異常值的影響12。

■ 技術：對數轉換 (log(x)) 常用於右偏數據。平方根轉換 (sqrt(x))。Box-Cox 轉

換（自動尋找最佳的冪次轉換）。

■ 選擇時機：當 EDA 顯示數值型特徵高度偏斜，或者模型假設數據服從常態分

佈時（如線性回歸的某些假設）。

**C.** 特徵創建（**Feature Creation**）：生成新特徵  
○ 分箱**/**離散化（**Binning/Discretization**）：  
 ■ 目的：將連續的數值型變數轉換為離散的類別區間（Bins）9。可以捕捉非線性效 應，減少噪音和異常值的影響，有時能提升某些模型（如決策樹、樸素貝葉斯）

的性能12。

■ 技術：等寬分箱（Equal-width bins）、等頻分箱（Equal-frequency/quantile

bins）、基於領域知識或聚類的自定義分箱、基於決策樹的分箱71。

■ 選擇時機：處理非線性關係、簡化特徵、降噪，或當演算法需要類別輸入時。如 果分箱過於粗糙，可能導致資訊損失。

○ 交互特徵（**Interaction Features**）：  
■ 目的：捕捉兩個或多個特徵之間的組合效應。通常透過特徵相乘、相加、相減 或相除來創建9。有助於模型理解非線性關係。

■ 選擇時機：當領域知識或 EDA 暗示特徵之間存在交互作用時（例如，廣告支出的效果可能因季節而異）。可能導致「特徵爆炸」（Feature Explosion），即特徵數量急劇增加14。

○ 多項式特徵（**Polynomial Features**）：  
■ 目的：創建現有特徵的冪次（如 x², x³）或交叉乘積（類似交互項）的新特徵14。幫 助線性模型擬合非線性關係。

■ 選擇時機：當特徵與目標之間的關係呈現非線性（如 U 形）時。會增加模型複雜 度，有過度擬合的風險14。

○ 領域特定特徵（**Domain-Specific Features**）：  
■ 基於對業務背景的理解創建的特徵（例如，距離上次購買的時間、到最近商店 的距離、根據身高體重計算的 BMI 指數）9。通常具有很強的預測能力。

○ 日期**/**時間特徵（**Date/Time Features**）：  
■ 從日期時間變數中提取年、月、日、星期幾、小時、是否週末、時間差等成分16。 對於時間序列或事件相關數據至關重要。

● 陷阱與誤區：  
○ 數據洩漏（**Data Leakage**）：這是最嚴重且最常見的陷阱之一。指在劃分數據集 「之前」就進行了預處理（如縮放、填充），或者使用目標變數信息來創建特徵（如不 當使用目標編碼），或在時間序列中使用了未來信息23。這會導致模型在驗證集上 表現過於樂觀，但在實際部署時效果很差。應對策略：務必先劃分數據（訓練集/驗 證集/測試集）。所有的轉換器（Scaler, Encoder, Imputer）都應「僅」在訓練數據上 進行 fit（學習參數），然後再對驗證集和測試集進行 transform（應用轉換）。處理時 間序列數據時要格外小心交叉驗證方法。

○ 過度擬合（**Overfitting**）：創建過多的特徵（尤其是交互項、多項式特徵），或基於 驗證集性能反覆選擇特徵，或不謹慎地使用目標編碼等技術，都可能導致模型過度 學習訓練數據中的噪音，而無法泛化到新數據23。應對策略：使用正規化（  
 Regularization）技術、交叉驗證、基於訓練集折疊（folds）的特徵選擇、降維技術。○ 欠擬合（**Underfitting**）：過度簡化特徵（如過於粗略的分箱）或移除了過多潛在有 用的特徵，可能導致模型無法捕捉數據中的基本模式24。

○ 技術選擇不當：對名目型數據使用標籤編碼（用於線性模型時），對帶有異常值的 數據使用 Min-Max 縮放，選擇錯誤的缺失值填充方法等。

○ 過度處理：進行不必要的轉換，可能丟失有價值的信息或使特徵更難解釋。○ 忽略特徵重要性：沒有評估工程化的特徵是否真正提升了模型性能（應使用基準測 試）8。

● 要點闡述：

特徵工程階段是「數據洩漏」最高發的區域。新手分析師必須牢記並嚴格遵守「先劃分，後處理；fit on train, transform test」的原則，這適用於所有在初始數據劃分之後進行的預處理步驟 30。因為數據洩漏發生在數據準備階段，模型接觸數據之前，所以嚴格的流程控制是防止模型性能被虛假抬高的關鍵。此外，特徵的複雜性（如引入交互項、多項式項）與過度擬合的風險直接相關 14。創建更複雜的特徵意味著模型需要學習更多參數，更容易捕捉到噪音。因此，特徵選擇成為管理這種複雜性、防止模型過度擬合的重要手段 24。新手在添加複雜特徵時應保持謹慎，並依賴交叉驗證和特徵選擇來評估其真實效果。

● 表格：特徵工程技術選擇指南

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 技術名稱 **(Technique Name)** | 目的 **(Purpose)** | 適用時機 **(When to Use)** | 主要優點 **(Key Pro/Advantage )** | 主要缺點**/**風險**/**注意事項 **(Key**  **Con/Pitfall/Cau tion)** |
| 均值/中位數填充(Mean/Median Imputation) | 填充數值型缺失值 | 數值型數據；數據偏態時用中位數 | 簡單快速，保留樣本量 | 可能扭曲變數分佈、方差和相關性 |
| 眾數填充 (Mode Imputation) | 填充類別型缺失值 | 類別型數據；尤其適用於某類別佔主導時 | 簡單快速，保持類別一致性 | 可能加劇類別不平衡，忽略潛在關係 |
| 獨熱編碼 (One-Hot  Encoding, OHE) | 將名目型類別轉為數值 | 低基數的名目型數據 | 避免引入錯誤順序，適用多數模型 | 高基數時導致維度災難，可能產生共線性 |
| 標籤編碼 (Label Encoding) | 將類別轉為整數標籤 | 順序型數據；樹模型 | 不增加維度，保留順序信息 | 對名目型數據可能引入錯誤順序（對線性模型有害） |
| 目標編碼 (Target Encoding) | 用目標變數均值替換類別 | 高基數類別數據；希望捕捉目標關係時 | 不增加維度，直接關聯目標 | 高數據洩漏風險，易過度擬合，需謹慎實施 |
| 標準化 (Standardization ) | 將數據縮放至均值0,標準差1 | 多數數值型數據；基於距離或梯度  的模型 | 不受特定範圍限制，對異常值相對穩健 | 轉換後數據不易直觀解釋範圍 |
| 歸一化 (Normalization) | 將數據縮放至或指定範圍 | 需要特定範圍的數值數據（如圖 | 範圍直觀 | 對異常值敏感 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  | 像）；某些神經網路 |  |  |
| 對數轉換 (Log Transform) | 處理右偏數據，減小極值影響 | 右偏（正偏）的數值型數據 | 使數據更接近常態，穩定方差 | 不能直接用於含0或負值的數據 |
| 分箱/離散化(Binning) | 將連續數值轉為類別區間 | 需要處理非線性；降噪；某些模型需要類別輸入 | 簡化模型，捕捉非線性，對異常值穩健 | 可能損失信息，分箱方式影響結果 |
| 交互特徵 (Interaction Features) | 捕捉特徵間的組合效應 | 懷疑或發現特徵間存在交互作用時 | 能提升模型表達能力，捕捉複雜關係 | 可能導致特徵數量爆炸，增加過擬合風險 |
| 多項式特徵 (Polynomial Features) | 捕捉單個特徵的非線性關係 | 特徵與目標關係呈非線性（如曲線）時 | 使線性模型能擬合非線性關係 | 增加模型複雜度，高過擬合風險 |

**3.5** 階段五：分析關係**——**相關性及其他

● 目的：

探索並量化「特徵之間」以及「特徵與目標變數（如果存在）」之間的關係，識別潛在的多

重共線性（高度相關的預測變數），並驗證在階段三中提出的初步假設 3。

● 策略：

1. 相關性分析（**Correlation Analysis**）：  
■ 計算相關係數：主要使用皮爾遜相關係數（Pearson's r）來衡量「數值型變數」之

間的「線性」關係強度和方向22。可以使用 Pandas 的 .corr() 方法計算相關矩

陣。

■ 解讀強度與方向：係數範圍在 -1 到 +1 之間22。接近 +1 表示強正相關，接近 -1 表示強負相關，接近 0 表示線性關係很弱或不存在77。可以設定閾值來判斷相關性強度（例如，絕對值 > 0.7 為強相關，0.3-0.7 為中等相關，< 0.3 為弱相

關）22。

■ 考慮其他相關性度量：對於非線性但單調的關係或順序型數據，可以考慮斯皮

爾曼等級相關係數（Spearman's Rank Correlation）80。對於類別變數之間的關聯性，可以使用卡方檢驗（Chi-Square Test）或克萊姆 V 值（Cramer's V）45。

2. 視覺化關係：

■ 散點圖（Scatter Plots）：用於視覺化兩個數值型變數之間的關係44。觀察是否 存在線性趨勢、非線性模式、異常值或群集。當數據點過多導致重疊時，可以

使用透明度（alpha）或二維分箱圖（geom\_bin2d/geom\_hex）44。

■ 相關矩陣熱力圖（Correlation Matrix Heatmap）：將數值變數的相關係數矩陣

視覺化82。可以快速發現強相關（顏色深淺表示強度）和多重共線性（預測變數

之間的高度相關）。

■ 配對圖（Pair Plots, seaborn.pairplot）：同時展示多個數值變數兩兩之間的散 點圖，以及每個變數自身的分佈圖（直方圖或密度圖）42。適用於特徵數量不多

時的概覽。

■ 箱型圖/小提琴圖（Box Plots / Violin Plots）：用於視覺化一個數值型變數和一 個類別型變數之間的關係，展示數值變數在不同類別下的分佈情況44。

● 陷阱與誤區：  
○ 相關性 **vs.** 因果性（**Correlation vs. Causation**）：這是解讀相關性時最關鍵、最 容易犯的錯誤。相關性僅僅表示兩個變數之間存在關聯，並「不」意味著其中一個 變數導致了另一個變數的變化22。應對策略：永遠不要僅憑相關性推斷因果關係。

確定因果關係通常需要嚴謹的實驗設計或強有力的理論支持。

○ 虛假相關（**Spurious Correlations**）：兩個變數看起來相關，但實際上是偶然巧合，或者是由於受到同一個未被觀測到的第三方變數（潛在變數，Confounding Variable）的影響31。例如，冰淇淋銷量和鯊魚襲擊事件都與氣溫相關，它們之間的正相關是虛假的32。應對策略：運用領域知識（如果有的話）和批判性思維（「這個關

聯在現實中有意義嗎？」），尋找可能的潛在變數，並對結果進行驗證。對於沒有先驗假設、僅透過大規模數據挖掘發現的相關性要格外警惕85。

○ 忽略非線性關係：皮爾遜相關係數 r 只衡量「線性」相關。r 值很低並不代表兩個變數之間沒有關係，關係可能是非線性的（例如 U 形）80。應對策略：務必使用散點圖等視覺化手段檢查變數關係，不能僅依賴相關係數。

○ 異常值的影響：少數異常值可能極大地扭曲相關係數的計算結果80。應對策略：透過視覺化和統計方法檢查異常值；考慮使用對異常值不敏感的相關性度量方法（如Spearman）或先處理異常值。

○ 辛普森悖論（**Simpson's Paradox**）（隱含）：在數據的不同分組中呈現出一種趨勢，但當這些分組合併後，趨勢消失或反轉。總體相關性可能具有誤導性。應對策略：在 EDA 階段識別出的相關子群體內部分析相關性。

○ 誤解相關強度：過分強調弱相關的重要性，或者錯誤理解相關係數的平方（在迴歸 分析中稱為 R 平方）所代表的意義（解釋的變異比例）87。

● 要點闡述：

在關係分析階段，視覺化手段（尤其是散點圖）的作用至關重要，它可以幫助我們避免僅憑相關係數做出錯誤判斷，特別是在識別非線性關係和異常值方面 44。相關係數提供了量化的指標，而圖形則提供了直觀的驗證和更豐富的上下文信息。虛假相關的概

念是一個主要的認知陷阱，尤其是在探索未知領域時，因為此時我們缺乏判斷因果聯繫的直覺。對此，保持懷疑態度和進行批判性思考是主要的防禦手段 31。必須養成習慣，不斷質疑觀察到的關係是否合理，是否存在潛在的混淆因素。

**4.** 溝通洞見：掌握資料視覺化

資料視覺化是將分析結果和洞見有效傳達給他人的關鍵環節。它不僅僅是製作圖表，更是

利用視覺元素清晰、準確地講述數據故事的藝術和科學。

**4.1** 選擇正確的視覺化圖表：目標驅動的框架

● 目的：

根據分析的目標和想要傳達的訊息，選擇最有效的圖表類型，以準確、清晰地展示數據

中的模式、趨勢或比較關係 52。

● 策略：基於分析目標選擇圖表：

選擇圖表的核心依據應該是你想透過圖表回答什麼問題，或者展示數據的哪個方面。

以下是基於常見分析目標的圖表選擇建議：

1. 比較（**Comparison**）：展示不同項目或組別之間的數值差異或相似性。

■ 適用圖表：

■ 條形圖**/**柱狀圖（**Bar/Column Charts**）：最常用於精確比較不同類別的數 值大小52。

■ 分組條形圖（**Grouped Bar Charts**）：用於比較兩個不同分組變數下的數 值52。

■ 折線圖（**Line Charts**）：用於比較不同組別隨時間變化的趨勢52。

■ 點圖（**Dot Plots**）：類似條形圖，但用點的位置表示數值，適用於基線不為

零或類別標籤較長的情況52。

■ 散點圖（**Scatter Plots**）：可用於比較兩個數值變數的關係81。

■ 子彈圖（**Bullet Charts**）：用於將實際值與目標值或基準值進行比較52。

■ 棒棒糖圖（**Lollipop Charts**）：條形圖的變種，視覺上更簡潔83。

2. 分佈（**Distribution**）：展示單個變數的數值分佈情況（頻率、範圍、集中趨勢、離散

程度），或比較不同組別之間的分佈差異。

■ 適用圖表：

■ 直方圖（**Histograms**）：展示數值型變數的頻率分佈52。

■ 核密度估計圖（**Density Plots**）：直方圖的平滑版本，更清晰地顯示分佈形

狀52。

■ 箱型圖（**Box Plots**）：簡潔地展示數值變數的中位數、四分位數、範圍和異 常值，非常適合比較多個組別的分佈44。

■ 小提琴圖（**Violin Plots**）：結合了箱型圖和密度圖的優點，展示分佈形狀和

關鍵統計量44。

■ 條形圖（**Bar Charts**）：展示類別型變數的頻率分佈44。

■ 人口金字塔（**Population Pyramid**）：特殊的直方圖，用於比較兩個群體

（通常是性別）在不同年齡段的分佈83。

3. 構成（**Composition / Part-to-Whole**）：展示整體如何由各個部分組成，強調各

部分佔總體的比例。

■ 適用圖表：

■ 餅圖（**Pie Charts**）：最直觀的構成圖，但應謹慎使用，最好用於類別較少（

< 5）的情況52。

■ 環圈圖（**Donut Charts**）：餅圖的變種，中間留空52。

■ 堆疊條形圖**/**柱狀圖（**Stacked Bar/Column Charts**）：在條形/柱狀圖內部 顯示各組成部分的絕對值或百分比52。

■ 堆疊面積圖（**Stacked Area Charts**）：折線圖的變種，用不同顏色的面積 表示各部分隨時間變化的構成52。

■ 樹狀圖（**Treemaps**）：用嵌套的矩形面積表示層級結構和各部分佔比52。

■ 旭日圖（**Sunburst Diagram**）：類似樹狀圖，但使用環狀分層結構83。

■ 馬賽克圖（**Marimekko Chart**）：同時展示兩個類別變數的構成比例52。

4. 關係（**Relationship / Correlation**）：展示兩個或多個變數之間的關聯或相關性。

■ 適用圖表：  
 ■ 散點圖（**Scatter Plots**）：最常用於展示兩個數值變數之間的關係52。 ■ 氣泡圖（**Bubble Charts**）：在散點圖基礎上，用氣泡的大小或顏色表示第 三個變數52。

■ 熱力圖（**Heatmaps**）：用顏色深淺表示矩陣（如相關係數矩陣）中的數值大 小，或展示兩個類別變數之間的關係強度52。

■ 連線散點圖（**Connected Scatter Plots**）：當第三個變數是時間時，用線 段連接散點圖中的點52。

5. 隨時間變化（**Change Over Time / Trend**）：展示數據如何隨著時間的推移而演

變。

■ 適用圖表：

■ 折線圖（**Line Charts**）：最常用於展示連續時間序列的趨勢52。

■ 面積圖（**Area Charts**）：強調隨時間變化的總量或體量52。

■ 柱狀圖（**Column Charts**）：可用於展示離散時間點的數值變化52。■ 箱型圖（**Box Plots**）：展示不同時間段內數值的分布變化52。

■ **K**線圖（**Candlestick Chart**）**/ OHLC**圖：金融領域常用，展示開盤價、最 高價、最低價、收盤價隨時間的變化52。

6. 地理空間數據（**Geographical Data**）：展示與地理位置相關的數據。

■ 適用圖表：

■ 分級統計圖（**Choropleth Maps**）：用不同顏色或陰影填充地理區域（如國 家、省份）以表示數值大小52。

■ 符號地圖**/**氣泡地圖（**Symbol/Bubble Maps**）：在地圖上用不同大小或顏 色的符號（如圓點）表示數值83。

■ 連接地圖（**Connection Maps**）：用線條在地圖上表示不同地點之間的聯 繫或流動83。

■ 變形地圖（**Cartograms**）：根據數值大小扭曲地理區域的面積52。

○ 考慮數據類型：確保所選圖表適合要展示的數據類型（數值型 vs. 類別型，離散 vs. 連續）82。

○ 考慮受眾：根據受眾的專業背景和理解能力調整圖表的複雜性81。

● 陷阱與誤區：  
○ 選錯圖表類型：例如用餅圖展示時間趨勢，或用折線圖展示無序的類別數據94。這

會嚴重妨礙信息的傳達。

○ 過度依賴常用圖表：總是默認使用條形圖或餅圖，而忽略了其他可能更有效的圖 表類型92。

● 表格：圖表選擇框架

|  |  |  |  |
| --- | --- | --- | --- |
| 分析目標 **(Analysis Goal)** | 目標描述 **(Description)** | 推薦圖表類型 **(Recommended Chart Types)** | 數據類型說明 **(Data Type Notes)** |
| 比較 **(Comparison)** | 比較不同項目或組別的數值大小 | 條形圖/柱狀圖, 分組條形圖, 折線圖 (時間比較), 點圖, 散點圖, 子彈圖, 棒棒糖圖 | 主要用於比較數值；條形圖用於類別比較 |
| 分佈 **(Distribution)** | 展示數據的頻率、範圍、形狀 | 直方圖, 核密度估計圖, 箱型圖, 小提琴圖, 條形圖 (類別頻率), 人口金  字塔 | 直方圖/密度圖/箱型圖/小提琴圖用於數值；條  形圖用於類別 |
| 構成 **(Composition)** | 展示整體與部分的關係，比例 | 餅圖/環圈圖 (少類別), 堆疊條形/柱狀圖, 堆疊面積圖, 樹狀圖, 旭日圖, 馬賽克圖 | 適用於展示百分比或絕對值構成 |
| 關係 **(Relationship)** | 探索或展示變數間的關聯性 | 散點圖, 氣泡圖, 熱力圖, 連線散點圖 | 散點圖/氣泡圖用於數值；熱力圖可用于數值  或類別 |
| 隨時間變化 **(Trend)** | 展示數據隨時間的演變趨勢 | 折線圖, 面積圖, 柱狀圖, 箱型圖 (分佈隨時間), K線圖/OHLC圖(金融) | 時間軸通常是橫軸 |
| 地理空間 **(Geospatial)** | 展示與地理位置相關的數據 | 分級統計圖, 符號/氣泡地圖, 連接地圖, 變形地  圖 | 需要地理位置信息（經緯度、區域名稱） |

**4.2** 有效的視覺編碼：將數據映射到視覺元素

● 目的：

理解如何將數據的不同維度（變數）有效地映射到圖形的視覺屬性（如位置、顏色、大

小、形狀）上，以及人類的視覺感知原理如何影響圖表的解讀 91。

● 策略：關鍵原理與技術：

1. 視覺變數**/**通道（**Visual Variables/Channels**）：介紹由 Jacques Bertin 或後來的Cleveland & McGill 等人提出的視覺變數概念，包括：位置（Position）、長度（Length）、角度（Angle）、面積（Area）、體積（Volume）、形狀（Shape）、顏色色調（Color Hue）、顏色飽和度/明度/亮度（Color Saturation/Value/Luminance）、紋理（Texture）、方向（Orientation）等99。這些是構成視覺化圖形的基礎元素。

2. 數據類型與視覺通道的映射：

■ 定量數據（**Quantitative Data -** 表示量級）：最適合用「位置」（沿共同標尺，最 準確）、其次是「長度」、「角度」、「面積」、「顏色飽和度/明度」來編碼100。應避免

使用「顏色色調」來表示精確的量級差異。

■ 順序數據（**Ordinal Data -** 表示有序類別）：可以用「位置」、「長度」、「顏色飽 和度/明度」來編碼，關鍵是要保持數據的內在順序102。

■ 類別**/**名目數據（**Categorical/Nominal Data -** 表示身份區分）：最適合用「顏 色色調」、「形狀」、「紋理」來編碼100。「位置」也可以用來將不同類別的數據分

組。

3. 感知層級（**Perceptual Hierarchy - Cleveland & McGill**）：強調人類在感知不同視覺通道編碼的定量信息時，準確度存在差異。大致排序為：位置（沿共同標尺）> 長度 > 角度 > 面積 > 體積/顏色100。在進行重要的定量比較時，應優先選擇排名靠

前的視覺通道。

4. 設計原則：

■ 表達性（**Expressiveness**）：視覺化應「僅僅」且「完全」地表達數據屬性中的信 息，不多也不少98。避免添加與數據無關或誤導性的視覺元素。

■ 有效性（**Effectiveness**）：數據屬性的「重要性」應與其視覺通道的「顯著性」 （易感知性、準確性）相匹配98。最重要的信息應使用最有效的通道來編碼。

■ 一致性（**Consistency**）：在整個視覺化或系列視覺化中，保持編碼方式的一致 性。相同的事物看起來應該相同，不同的事物看起來應該不同99。

■ 格式塔原則（**Gestalt Principles**）：解釋接近性（Proximity）、相似性（Similarity）、閉合性（Closure）、連續性（Continuity）等原則如何影響我們對視覺元素的分組和感知91。應有意識地利用這些原則來組織圖表佈局（例如，將

相關的條形分組）。

■ 數據墨水比（**Data-Ink Ratio - Tufte**）：最大化用於呈現數據的「墨水」（或像

素），最小化非數據墨水（如不必要的網格線、邊框、裝飾、背景等，即「圖表垃

圾」Chart Junk）88。保持簡潔82。

■ 清晰的元素：使用信息豐富的標題、清晰的軸標籤（包含單位）、易於理解的圖

例、有策略地添加註釋來解釋複雜模式或突出關鍵點82。確保字體清晰易讀91

。

■ 色彩理論（**Color Theory**）：有目的地使用顏色（用於突出顯示、區分類別、透過飽和度/明度編碼數值）。注意色盲用戶的可訪問性88。限制使用的不同色

調的數量102。

■ 留白（**White Space**）：有效利用空白區域來構建佈局、分隔元素、降低視覺混 亂91。

● 陷阱與誤區：  
○ 無效編碼：使用面積或顏色色調來編碼需要精確比較的定量數據100。

○ 編碼不一致：用相同的顏色代表不同的類別，或用不同的形狀代表同一組數據95。○ 圖表垃圾**/**混亂：過多的非必要元素（網格線、邊框、裝飾、過多的標籤）掩蓋了數據 本身88。

○ 標籤不清：缺少軸標籤、標題含糊、圖例難以理解91。

○ 忽略感知原理：因選擇了不當的視覺通道或違反了格式塔原則，導致圖表難以解 碼98。

● 要點闡述：  
有效的資料視覺化不僅在於選擇正確的圖表類型，更關鍵的是如何將數據的維度「映射」到視覺屬性上，並利用人類的視覺感知特性來確保信息的清晰傳達 100。理解感知層級（例如，位置比顏色更適合表示精確數值）和設計原則（如表達性、有效性）是從「製作圖表」到「設計有效視覺化」的關鍵一步。簡潔和清晰是最高原則。透過最小化視

覺混亂（圖表垃圾）和使用清晰、一致的編碼，可以降低觀眾的認知負荷，使信息更容易被快速、準確地理解 82。這對於需要向可能非技術背景的受眾呈現分析結果的新手尤其重要。

**4.3** 避免欺騙：常見的誤導性視覺化技術

● 目的：  
使新手分析師能夠識別並避免創建那些（有意或無意）扭曲數據、誤導觀眾的視覺化圖表 93。

● 策略：識別常見陷阱：  
 1. 截斷 **Y** 軸（**Truncated Y-Axis**）：在條形圖或柱狀圖中，將 Y 軸的起始點設置為非 零值，以此誇大數值之間的差異95。規則：條形圖/柱狀圖的 Y 軸「必須」從零開始97 。折線圖有時可以有非零基線以更好地顯示變化率，但需謹慎並明確標註97。

2. 不當**/**不一致的標度（**Improper/Inconsistent Scaling**）：使用非線性標度（如對數標度）但未清晰標明94；操縱圖表的長寬比以改變視覺效果；在象形圖（Pictograms）中使用大小不一致的圖像來代表數值94；面積縮放錯誤（例如，用半徑而非面積來縮放圓的大小）103。

3. 挑選數據（**Cherry-Picking Data**）：選擇性地展示對特定論點有利的數據範圍或 時間段，而忽略或隱藏不利的數據96。

4. 使用錯誤的圖表類型（再訪）：選擇的圖表類型本身就模糊或扭曲了想要比較的關 係（例如，用過於複雜的餅圖比較細微差異，不恰當地使用地圖）94。

5. 誤導性的顏色使用（**Misleading Use of Color**）：使用與常規認知相反的顏色（如紅色代表增長，綠色代表虧損）；使用過多相似的顏色導致無法區分；不恰當地使用顏色漸變95。

6. **3D** 圖表（**3D Charts**）：添加 3D 效果，尤其是對餅圖，會因透視而扭曲比例，使準 確比較變得困難97。應避免使用97。

7. 信息過載**/**混亂（**Overloading/Clutter**）：在單個圖表中塞入過多的信息、變數或 視覺元素，導致圖表難以閱讀和理解93。

8. 缺乏上下文（**Lack of Context**）：展示圖表時沒有提供必要的標籤、標題、單位、 數據來源或解釋說明36。

9. 暗示因果關係（**Implying Causation**）：圖表的設計（例如，用線條連接不相關的 點）暗示了因果關係，而數據本身只支持相關性96。

● 陷阱與誤區（對創建者而言）：由於對最佳實踐缺乏認識而無意中產生誤導；過於注重 美觀而犧牲了準確性。

● 要點闡述：  
許多誤導性的視覺化來自於對圖表「標度」（Scale）和「基線」（Baseline）的操縱，特別是Y 軸 94。截斷 Y 軸是一種簡單卻非常有效的扭曲數據、誇大差異的方法，新手必須學會識別並避免這種做法。「條形圖必須從零開始」97 是一個必須遵守的具體規則。誤導性的視覺化並不總是故意的；它們也可能源於缺乏知識而做出的不當選擇（例如，選擇了錯誤的圖表類型、濫用顏色、使用 3D 效果）94。因此，本指南的重點是教育新手了解並遵循最佳實踐，以避免這些常見的「錯誤」，而不僅僅是揭露惡意的欺騙。

**5.** 結論：培養穩健的分析習慣

**5.1** 系統化工作流程回顧

本指南闡述了一套系統化的資料分析與特徵工程流程，旨在幫助新手應對來自未知領域的

數據挑戰。該流程強調結構化的方法，從清晰地定義問題和分析目標開始，接著進行系統性的探索性資料分析（EDA）以深入理解數據，然後基於初步發現生成可檢驗的假設。隨後，進入關鍵的數據處理與特徵工程階段，涵蓋數據清理、轉換、創建和選擇等技術，並特別警惕

數據洩漏和過度擬合等陷阱。接著，透過相關性分析和視覺化探索變數間的關係，同時注意

區分相關性與因果性。最後，強調了選擇合適的視覺化圖表以及有效、誠實地呈現分析結果的重要性。遵循這樣一個結構化的工作流程，能夠顯著降低在複雜數據面前迷失方向的風險。

**5.2** 資料分析的迭代本質

需要強調的是，資料分析很少是一個嚴格線性的過程3。更確切地說，它是一個迭代的循環9。在後續階段的發現往往會促使我們重新審視之前的步驟。例如，EDA 中發現的數據質量問題可能需要更徹底的數據清理；模型評估的結果可能揭示了特徵工程的不足，需要創建新的特徵或調整現有特徵；意想不到的分析結果可能引發新的假設，需要回到 EDA 階段進行更深入的探索。因此，分析師應擁抱這種迭代性，鼓勵快速的原型設計和反覆試驗，而不是試圖一次性完美地完成每個階段3。敏捷的思維方式通常比僵化的瀑布式流程更適合資

料分析的探索性本質。

**5.3** 擁抱持續學習與批判性思維

資料科學是一個快速發展的領域，掌握一套系統化的流程只是基礎。分析師需要保持持續

學習的態度，不斷更新關於新技術、新工具和新方法的知識29。更重要的是，必須培養強大

的批判性思維能力。這意味著要時刻質疑自己的假設和發現32，主動尋找可能推翻自己結

論的證據，意識到並努力克服自身的認知偏見（如確認偏誤、選擇偏誤等）1，並清晰地認識

到分析方法和數據本身的局限性。此外，積極尋求他人的反饋，並與同事或導師進行開放的

討論與合作，對於發現盲點、提升分析質量至關重要5。

**5.4** 結語

掌握資料分析和特徵工程的技能需要時間和實踐。然而，本指南提供的系統化方法論為新

手奠定了一個堅實的基礎。透過遵循結構化的流程，理解每個步驟的目的和策略，警惕常見

的陷阱和誤區，並輔以有效的視覺化溝通技巧，分析師將能更有信心地應對來自陌生領域

的複雜數據挑戰，從數據中提取有價值的洞見，並做出更可靠的、數據驅動的決策。在數據

日益重要的時代，培養這些穩健的分析習慣將是通往成功的關鍵。
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