### 集合与并查集

在修建道路时，为了让尽可能多的点连通，需要修建连通两个点的公路,这就需要随时询问两个点是否已经连通。

若将已经连通的点看作一个集合，那么修建一条公路的意义，就是合并两个集合，那么如何快速查询两个点是否是属于同一个集合，以及快速的合并两个集合，十分重要。

§3.1 集合与并查集

**一、 集合与并查集的概念**

**集合**是由一个或多个确定的元素所构成的整体。集合中的元素如下三个特征：

确定性：一个元素要么属于集合，要么不属于集合。

互异性：集合中的元素互不相同。

无序性：集合中的元素没有先后顺序。

**并查集**是一个可以维护集合的数据结构，它能高效支持集合的基本操作。

1、合并两个集合。

2、查询两个指定元素是否属于同一个集合。

需要注意的是，由于计算机存储结构的限制，并查集维护的集合是离散意义下的集合，而不是广义的集合。集合中的元素是有限的。

**二、集合的存储**

1、数组存储

存储一个集合最简单的方式就是直接用数组。我们将一个集合的所有元素按某种特定顺序存储在数组里。使用数组存储集合，可以支持较丰富的集合操作，但是维护集合的时间复杂度较高，对于几乎所有操作，单次操作的时间复杂度都是和集合大小成正比的。

在 C++ 语言中，我们可以使用 STL 中的 vector 来实现数组存储集合。

2、链表存储

可以模仿数组存储方式，将集合中的元素存储在一个链表里。链表的一大好处是可以避免元素的复制，这对于合并操作是比较有帮助的，在定位元素所在的集合的两端后，直接将两个集合的端点相接即可合并完成。

然而，使用链表维护集合的最坏情况时间复杂度仍然是与集合大小成正比的，在时间效率上还不够优秀。

在 C++ 语言中，我们可以使用 STL 中的 list 来实现链表存储集合。如果题目对时间效率的要求较高，也可以选择自行实现链表。

值得一提的是，假设元素总数是 N，且仅需要支持合并和查询操作，那么上述两种方式可以采用启发式合并的技术（即每次将较小集合合并入较大集合并修改较小集合所有元素的信息）做到总时间复杂度 O(N\*log2 N)。虽然单次操作的时间复杂度较高，但是可以证明总时间复杂度是可以接受的。

3、[森林存储](#_Toc1127886396)

[注意到一个元素只可能属于一个集合，所以我们可以为每一个集合 G 选取一个代表元 w(G)。于是查询两个元素 u, v 是否属于同一集合实际上就是询问对于 u 所属的集合 U 和 v 所属的集合V，是否有 w(U) = w(V)，即集合 U, V 的代表元是否相同。](#_Toc1127886396)

[通过上述转化，我们就把需要维护的信息从比较难以维护的集合转化为了较容易维护的元素。对于每个元素，维护它所属的集合的代表元，查询时直接比较即可。](#_Toc1127886396)

[但是合并时需要改变其中一个集合中所有元素的代表元，时间复杂度仍然非常高，如何优化呢？](#_Toc1127886396)

[注意到，合并操作的复杂度远高于查询操作的复杂度，这启发我们通过一定的方式，提高查询操作的复杂度，降低合并操作的复杂度。](#_Toc1127886396)

[我们并不需要 O(1) 知道每个元素所属集合的代表元，这启发我们用森林来维护代表元。对于每一个元素 x, 维护其父亲 fa[x]。特殊地，对于属于一个集合的代表元，有fa[x] == x。一开始每个元素都是其所在集合的代表元，即 fa[x] = x。](#_Toc1127886396)

[当需要合并两个元素 u, v 所在集合时，我们先找到 u, v 所在集合 U, V 的代表元 w(U) 和 w(V)，令 fa[w(U)] = fa[w(V)] 或 fa[w(V)] = fa[w(U)]。](#_Toc1127886396)

[如何找到一个元素所在集合的代表元呢？根据上述的合并方式，容易发现，对于一个点 x，我们不停找 x 的父亲，即令 x = fa[x]，直到 x 是代表元时 (fa[x] == x) 停止，此时 x 就是我们要找的代表元了。](#_Toc1127886396)

[相关代码如下：](#_Toc1127886396)

[const int maxn = 100000;](#_Toc1127886396)

[int fa[maxn];](#_Toc1127886396)

[int Find(int x) {](#_Toc1127886396)

[if (fa[x] == x) return x;](#_Toc1127886396)

[return Find(fa[x]);](#_Toc1127886396)

[}](#_Toc1127886396)

[void Union(int u, int v) {](#_Toc1127886396)

[if (Find(u) != Find(v)) fa[Find(u)] = Find(v);](#_Toc1127886396)

[}](#_Toc1127886396)

不幸地是，上述方法看似优秀，实际上“找代表元”这一操作的最坏情况时间复杂度仍然比较高，因为森林的深度可能比较大。如果我们不停地从一个深度较大的点向上寻找代表元，时间复杂度就令人难以接受。

下面我们来讲讲上述操作的优化操作。

§3.2 并查集的基本操作

**一、 启发式合并**

运用启发式合并的思想，我们尝试每次将较小的集合并入较大的集合。由于要判断集合之间的大小关系，每一个元素需要维护其所在集合的大小。可以证明，在运用启发式合并技术后，并查集的总时间复杂度将至 O(N\*log2N)。

相关代码如下：

const int maxn = 100000;

int fa[maxn], siz[maxn];

int Find(int x) {

if (fa[x] == x) return x;

return Find(fa[x]);

}

void Union(int u, int v) {

u = Find(u); v = Find(v);

if (siz[u] > siz[v]) swap(u, v);

fa[u] = v; siz[v] += siz[u];

}

**二、路径压缩技术**

更进一步地，我们发现集合中只有代表元是有用的，而寻找代表元时经过中间点是冗余的，如果我们将这些中间点在访问过后直接将它们的父亲指向集合的代表元，在后续访问中，就不会产生这一部分的冗余了。

这是一个非常大的优化。可以证明，结合启发式合并技术，并查集运用这种路径压缩技术后时间复杂度是 ，其中 是阿克曼函数的反函数，增长非常缓慢，在 N 可接受的范围内，一般可以认为是不超过 4 的常数。

相关代码如下：

const int maxn = 100000;

int fa[maxn], siz[maxn];

int Find(int x) {

if (fa[x] == x) return x;

return fa[x] = Find(fa[x]);

}

void Union(int u, int v) {

u = Find(u); v = Find(v);

if (siz[u] > siz[v]) swap(u, v);

fa[u] = v; siz[v] += siz[u];

}

§3.3 并查集的应用

**例3.1**  亲戚

或许你并不知道，你的某个朋友是你的亲戚。他可能是你的曾祖父的外公的女婿的外甥的表姐的孙子。如果能得到完整的家谱，判断两个人是否亲戚应该是可行的， 但如果两个人的最近公共祖先与他们相隔好几代，使得家谱十分庞大，那么检验亲戚关系实非人力所能及.在这种情况下，最好的帮手就是计算机。  
 为了将问题简化，你将得到一些亲戚关系的信息，如同Marry和Tom是亲戚，Tom和Ben是亲戚，等等。从这些信息中，你可以推出Marry和Ben是亲戚。请写一个程序，对于我们的关心的亲戚关系的提问，以最快的速度给出答案。问题涉及的人的个数不超过20000，所给出的亲戚关系数量不超过1000000，询问数不超过1000000。

**解答：**

本题比较简单，可以直接套用并查集的模型，将同一个家族（互为亲戚）的人合并到同一个集合内，询问时只要查询两个人是否属于同一个集合即可作出判断。

**例3.2** 银河英雄传说[[1]](#footnote-0)

公元五八○一年，地球居民迁至金牛座α第二行星，在那里发表银河联邦创立宣言，同年改元为宇宙历元年，并开始向银河系深处拓展。  
 宇宙历七九九年，银河系的两大军事集团在巴米利恩星域爆发战争。泰山压顶集团派宇宙舰队司令莱因哈特率领十万余艘战舰出征，气吞山河集团点名将杨威利组织麾下三万艘战舰迎敌。  
 杨威利擅长排兵布阵，巧妙运用各种战术屡次以少胜多，难免恣生骄气。在这次决战中，他将巴米利恩星域战场划分成 列，每列依次编号为 。之后，他把自己的战舰也依次编号为 ，让第 号战舰处于第 列 ，形成“一字长蛇阵”，诱敌深入。这是初始阵形。当进犯之敌到达时，杨威利会多次发布合并指令，将大部分战舰集中在某几列上，实施密集攻击。合并指令为 ，含义为第 号战舰所在的整个战舰队列，作为一个整体（头在前尾在后）接至第 号战舰所在的战舰队列的尾部。显然战舰队列是由处于同一列的一个或多个战舰组成的。合并指令的执行结果会使队列增大。  
 然而，老谋深算的莱因哈特早已在战略上取得了主动。在交战中，他可以通过庞大的情报网络随时监听杨威利的舰队调动指令。  
 在杨威利发布指令调动舰队的同时，莱因哈特为了及时了解当前杨威利的战舰分布情况，也会发出一些询问指令： 。该指令意思是，询问电脑，杨威利的第 号战舰与第 号战舰当前是否在同一列中，如果在同一列中，那么它们之间布置有多少战舰。  
 作为一个资深的高级程序设计员，你被要求编写程序分析杨威利的指令，以及回答莱因哈特的询问。  
 最终的决战已经展开，银河的历史又翻过了一页……  
 指令共有 条。

**解答：**

在维护并查集的同时维护更多的信息。我们使每一艘战舰的fa为其所在列的头部的战舰。那么就可以维护每个点到其目前fa的距离dis。在进行Find操作时，如果修改了某个点的fa，那么相应的也修改这个点的dis。更具体地，新的dis值为原来的dis值加上原来fa的dis值。查询时，只需先查询两个点是否在同一个集合内，之后答案就是这两个点的dis之差。注意在合并的时候，由于要保证每个点的fa是其列头的点，所以进行Union操作时两点的顺序要注意。  
 时间复杂度 。

**例3.3**  关押罪犯[[2]](#footnote-1)

S城现有两座监狱，一共关押着 名罪犯，编号分别为 。他们之间的关系自然也极不和谐。很多罪犯之间甚至积怨已久，如果客观条件具备则随时可能爆发冲突。我们用“怨气值”（一个正整数值）来表示某两名罪犯之间的仇恨程度，怨气值越大，则这两名罪犯之间的积怨越多。如果两名怨气值为 的罪犯被关押在同一监狱，他们俩之间会发生摩擦，并造成影响力为 的冲突事件。  
 每年年末，警察局会将本年内监狱中的所有冲突事件按影响力从大到小排成一个列表，然后上报到S城Z市长那里。公务繁忙的Z市长只会去看列表中的第一个事件的影响力，如果影响很坏，他就会考虑撤换警察局长。  
 在详细考察了 名罪犯间的矛盾关系后，警察局长觉得压力巨大。他准备将罪犯们在两座监狱内重新分配，以求产生的冲突事件影响力都较小，从而保住自己的乌纱帽。假设只要处于同一监狱内的某两个罪犯间有仇恨，那么他们一定会在每年的某个时候发生摩擦。  
 那么，应如何分配罪犯，才能使Z市长看到的那个冲突事件的影响力最小？这个最小值是多少？  
 存在仇恨的罪犯对数不超过 。

**解答：**

首先，应用贪心的思想，我们将矛盾关系根据仇恨值从大到小排序。这样我们依次将每一对罪犯拆开安放在两个监狱中，直到无法做到为止，所得的结果就是尽可能小的。  
 如果有两个罪犯要被拆开，那么我们称这两个罪犯互相视为敌人。根据“敌人的敌人是我的朋友”的思想，我们维护每个罪犯其本身以及其敌人的并查集。我们用x表示一个罪犯，并用x’表示其敌人。注意这里的“敌人”只代表一种关系，而非某个确切的敌人。当要拆开一对罪犯x和y时，我们在并查集中合并x和y’，同时合并x’和y。如果在合并前发现x和y已经在一个集合中，或者x’和y’已经在一个集合中，那么这一对罪犯将无法再被拆开。此时这对关系的仇恨值即为答案。

**例3.4**  食物链[[3]](#footnote-2)

动物王国中有三类动物A,B,C，这三类动物的食物链构成了有趣的环形。A吃B， B吃C，C吃A。  
 现有N个动物，以1－N编号。每个动物都是A,B,C中的一种，但是我们并不知道它到底是哪一种。  
 有人用两种说法对这N个动物所构成的食物链关系进行描述：  
 第一种说法是“1 X Y”，表示X和Y是同类。  
 第二种说法是“2 X Y”，表示X吃Y。  
 此人对N个动物，用上述两种说法，一句接一句地说出K句话，这K句话有的是真的，有的是假的。当一句话满足下列三条之一时，这句话就是假话，否则就是真话。  
 1） 当前的话与前面的某些真的话冲突，就是假话；  
 2） 当前的话中X或Y比N大，就是假话；  
 3） 当前的话表示X吃X，就是假话。  
 你的任务是根据给定的N（1<=N<=50,000）和K句话（0<=K<=100,000），输出假话的总数。

**解答：**

不妨对于每只动物 i 创建 3 个元素 A(i), B(i), C(i) 分别代表动物i 属于集合 A, B, C 的情况。以这 3N 个元素创建并查集，两个元素属于同一集合表示这两种情况同时发生或不发生。

对于两种类型的话，

1. x 和 y 同类：分别合并 A(x) 和 A(y), B(x) 和 B(y), C(x) 和 C(y) 所在集合。
2. X 吃 y，分别合并 A(x) 和 B(y), B(x) 和 C(y), C(x) 和 A(y) 所在集合。

在执行合并前，先判断是否已经产生冲突，如果产生冲突，则这句话是假话。

时间复杂度 。

本章小结

本章讲述了集合和并查集的基本定义，以及如何使用并查集这一数据结构高效地完成集合的一些基本操作，并给出了并查集的两种优化技术。并查集在联赛提高组及以上难度的题目中较为常见。它简洁但并不无用，常常在其他算法中作为一个高效的辅助工具出现。
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