基础

**监督模型模板**

model=Model()

model.fit(X,y)

model.predict(Xnew) #输出预测标签

model.predict\_proba(Xnew) 或model.decision\_function(Xnew)#输出预测概率

**保存/加载模型**

import joblib

joblib.dump(model,’model.pkl’) #保存

model=joblib.load(‘model.pkl’) #加载

**网格搜索**

from sklearn.model\_selection import GridSearchCV

grid=[

{参数名1:参数1取值列表, 参数名2:参数2取值列表,…},

{参数名1:参数1取值列表, 参数名2:参数2取值列表,…},

…,

]

grid\_search=GridSearchCV(model,grid,cv=折数,scoring=评分方法,return\_train\_score=True)

grid\_search.fit(X,y, \*validation\_data)

#grid中不同的{}代表了不同的参数搜索组合

**随机搜索**

from sklearn.model\_selection import RandomizedSearchCV

param\_distribution=[

{参数名1:参数1取值范围,参数名2:参数2取值范围,…},

{参数名1:参数1取值范围,参数名2:参数2取值范围,…},

…,

]

rnd\_search=RandomizedSearchCV(model,param\_distribution,n\_iter=取值次数,cv=折数)

rnd\_search.fit(X,y,\*validation\_data)

**查看不同超参数组合的结果**

grid\_search.cv\_results\_

**查看最佳超参数**

grid\_search.best\_params\_

**访问最佳模型**

model=rnd\_search.best\_estimator\_.model

**随机搜索**

RandomizedSearchCV()

**拷贝模型**

from sklearn.base import clone

model\_backup=clone(model)

数据预处理

## 预处理工具

**估算器**：根据数据集对某些参数进行估算的类方法

-执行：fit(data)

**转换器**：根据原始数据对某些数据进行转换的类方法

-拟合(基于数据获取转换参数)：fit(data)

-转换：transform(data)

-拟合并转换（获取转换参数后立刻将转换应用于数据上）：fit\_transform(data)

**预测器**：根据给定的数据进行预测的类方法

-执行：predict(X)

-评估：score(X)

**转换流水线构造（用以同时实现多个转换方法）**

from sklearn.pipeline import Pipeline

pipeline=Pipeline([

(转换器名1,转换器1), (转换器名2,转换器2),…

])

data\_transformed=pipeline.fit\_transform(data)

**分列转换器**

from sklearn.compose import ColumnTransformer

transformer=ColumnTransformer([

(转换器名1,转化器1,列名列表1), (转换器名2,转化器2,列名列表2),…

])

data\_transformed=transformer.fit\_transform(data)

#所运用的转化器可以是构造的转换流水线

## 标准化/数值化

**标准化**

from sklearn.preprocessing import StandardScaler

standardscaler = StandardScaler()

data\_scaled=standardscaler.fit\_transform(data)

data\_recovered= standardscaler. inverse\_transform(data\_scaled)

**！**X\_train和X\_test应使用相同初始化的标准化器

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

**文本标签数值化**

from sklearn.preprocessing import OrdinalEncoder

#当y是dataframe文本列时还需要以下转换

#y\_test=y\_test.values.reshape(-1,1)

ordinal\_encoder=OrdinalEncoder()

labels\_y=ordinal\_encoder.fit\_transform(y)

**查看数值化的标签所对应的原标签**

ordinal\_encoder.categories\_

**文本标签one-hot化**

from sklearn.preprocessing import OneHotEncoder

#当y是dataframe文本列时还需要以下两步

#y\_test=y\_test.values

#y\_test=y\_test.reshape(-1,1)

onhotencoder=OneHotEncoder(handle\_unknown="ignore")

labels\_y=onehotencoder.fit\_transform(y)

**查看数值化的标签所对应的原标签**

labels\_y.categories\_

**labels\_y转化为numpy矩阵**

labels\_y.toarray()

**数值标签one-hot化**

from sklearn.preprocessing import LabelBinarizer

#当y是dataframe文本列时还需要以下两步

#y\_test=y\_test.values

#y\_test=y\_test.reshape(-1,1)

labels\_y = LabelBinarizer().fit\_transform(y)

#y是列表，labels\_y是y正交化后的二维矩阵，用一个向量代表一种类型，如[1,0,0]代表三种类型中的第一种

**one-hot标签转数值标签**

labels\_y=np.argmax(y,axis=1)

**根据样本量计算各标签权重**

from sklearn.utils.class\_weight import compute\_class\_weight

class\_weight=compute\_class\_weight('balanced',np.unique(y),y)

## 缺失值估算

**缺失值估算**

from sklearn.impute import SimpleImputer

imputer=SimpleImputer(Strategy=”median”/”mean”/…)

imputer.fit(data)

**查看估算结果**

imputer.statistics\_

## 数据切分

**数据分堆**

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(x, y, test\_size=0.k, random\_state=n,stratify=分层抽样用list)

#随机拿0.k的样本做测试集, 函数返回四堆数据：X、Y的训练集和测试集；random\_state是随机数种子

**分层分堆：**

split=StratifiedShuffleSplit(n\_splits=1,test\_size=0.1,random\_state=1)

train\_index, test\_index=list(split.split(X,y))[0]

strat\_X\_train=X.iloc[train\_index,:]

strat\_y\_train=y.iloc[train\_index]

strat\_X\_test=X.iloc[test\_index,:]

strat\_y\_test=y.iloc[test\_index]

**按比例分层抽样的n次可重复数据分堆**

from sklearn.model\_selection import StratifiedShuffleSplit

split=StratifiedShuffleSplit(n\_splits=n,test\_size,random\_state)

for train\_index, test\_index in split.split(X,分层抽样基于的数据可以是X的某列或y):

strat\_X\_train=X.iloc[train\_index,:]

strat\_y\_train=y.iloc[train\_index]

strat\_X\_test=X.iloc[test\_index,:]

strat\_y\_test=y.iloc[test\_index]

**交叉检验：**

1. **自建评估架构**

**from sklearn.model\_selection import StratifiedKFold**

**kf = StratifiedKFold (n\_splits=n,random\_state)** #按照索引值分为n份

**for train\_index, test\_index in kf.split(X,分层抽样基于的列数据):** # 建模、测试各份样本

**X\_train, X\_test = X.iloc[train\_index,:], X.iloc[test\_index,:]** #利用分好份的索引值来调用X

**y\_train, y\_test = Y.iloc [train\_index,:], Y.iloc [test\_index,:]** #利用分好份的索引值来调用Y

… …

1. **直接输出评估**

**输出评估分数：**

from sklearn.model\_selection import cross\_val\_score

scores=cross\_val\_score(model,X,y,scoring=”neg\_mean\_squared\_error”/’’accuracy’’/’’recall’’/’f1’,cv=折数)

**输出每折的预测结果：**

from sklearn.model\_selection import cross\_val\_predict

y\_pred=cross\_val\_predict(model,X,y,cv=折数,method=’predict’/’predict\_proba’)

评估

## 均方误差

from sklearn.metrics import mean\_squared\_error

mse=mean\_squared\_error(y,y\_pred)

## Confusion Matrix

from sklearn.metrics import confusion\_matrix

confusion\_matrix(y,y\_pred,labels=指定标签排列顺序的列表)

#横是真纵是预测

常用热度图来对Confusion Matrix做可视化

**转Dataframe:**

confusion\_matrix=pd.DataFrame(confusion\_matrix(y\_test,y\_pred),index,columns)

## 精度/召回率/F1值/Accuracy

from sklearn.metrics import precision\_score,recall\_score,f1\_score, accuracy\_score

precision\_score(y,y\_pred)

recall\_score(y,y\_pred)

f1\_score(y,y\_pred)

accuracy\_score(y,y\_pred)

## Brier Score(二分类问题的MSE)

from sklearn.metrics import brier\_score\_loss

brier\_score\_loss(y\_true,y\_probs)

## 多标签分类F1值

f1\_score(y,y\_pred,average)

#average=’’，各标签F1值取平均

#average=’weighted’，各标签F1值取权重值

## 模型分类报告

from sklearn.metrics import classification\_report

print (classification\_report(ytest, predictions))

输出如下:

![](data:image/png;base64,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)

## ROC曲线(用于二分类问题)

from sklearn.metrics import roc\_curve, auc

fpr,tpr,thresholds=roc\_curve(y,y\_pred)

plt.plot(fpr,tpr)

plt.title('ROC for Test')

plt.xlabel('FPR')

plt.ylabel('TPR')

plt.show()

#y\_pred在此处为预测的决策分数而非实际的标签

**AUC值(Area under ROC)**

from sklearn.metrics import roc\_auc\_score

print('AUC:',roc\_auc\_score(y\_test,y\_pred))

**用plotly画**

import plotly.express as px

fig=px.line(data\_frame=pd.DataFrame({'FPR':fpr,'TPR':tpr,'Threshold':thresholds}),x='FPR',y='TPR',custom\_data=['Threshold'],title='ROC for Test')

fig.update\_traces(

hovertemplate="<br>".join([

"Threshold: %{customdata[0]}",

"FPR: %{x}",

"TPR: %{y}"

])

)

fig.show()

## 概率校准曲线(用于分类模型)

from sklearn.calibration import calibration\_curve

fraction\_of\_positives,mean\_predicted\_value=calibration\_curve(y\_true,y\_probs,n\_bins,normalize=False)

plt.plot(mean\_predicted\_value, fraction\_of\_positives,’b’,label=’Model Probs’)

plt.plot([0,1],[0,1],label=’Theoretical Probs’)

plt.legend()

plt.show()

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

分类模型

## OneVsRest策略

from sklearn.multiclass import OneVsRestClassifier

model=OneVsRestClassifier(某一分类模型)

model.fit(X,y)

## OneVsOne策略

from sklearn.multiclass import OneVsOneClassifier

model=OneVsOneClassifier(某一分类模型)

model.fit(X,y)

## 朴素贝叶斯

from sklearn.naive\_bayes import CategoricalNB

from sklearn.naive\_bayes import GaussianNB

from sklearn.naive\_bayes import MultinomialNB

## 感知机

from sklearn.linear\_model import Perceptron

## 决策树

from sklearn.tree import DecisionTreeClassifier

model=DecisionTreeClassifier(

max\_depth=最大深度,criterion=’entropy’/’gini’,min\_samples\_split=节点最小样本数,min\_samples\_leaf=叶节点最小样本数,max\_leaf\_nodes=最大叶节点数量,max\_features=用于分类的特征数,random\_state)

mode.fit(X,y)

**决策树可视化**

#首先要安装graphviz-2.38.msi，默认装在C:/Program Files (x86)/Graphviz2.38

from IPython.display import Image

from sklearn import tree

import pydotplus

from six import StringIO

import os

#为graphviz添加环境变量

os.environ["PATH"] += os.pathsep + 'C:/Program Files (x86)/Graphviz2.38/bin/'

dot\_data = StringIO()

tree.export\_graphviz(model, out\_file= dot\_data,

feature\_names=特征名, #对应的特征

class\_names=出现的标签名, #对应类别

filled=True, rounded=True,

special\_characters=True)

graph = pydotplus.graph\_from\_dot\_data(dot\_data.getvalue().replace('helvetica','"Microsoft YaHei"')) #冒号没有打错，中文字符要加双引号

graph.write\_png(r'tree.png') #保存图像至本地

Image(graph.create\_png())

#中文乱码解决方案：<https://www.bilibili.com/read/cv4930018/>

**决策树可视化2**

from sklearn import tree

tree.plot\_tree(dt,feature\_names = features, class\_names=labels,filled = True)

## 随机森林

from sklearn.ensemble import RandomForestClassifier

model=RandomForestClassifier(n\_estimators=树数.max\_leaf\_nodes=最大叶节点数,n\_jobs=-1)

model.fit(X,y)

## 极端随机树

from sklearn.ensemble import ExtraTreesClassifier

model=ExtraTreesClassifier(n\_estimators=树数.max\_leaf\_nodes=最大叶节点数,n\_jobs=-1)

model.fit(X,y)

**查看特征重要性**

model.feature\_importances\_

## SVM

**线性SVM**

from sklearn.svm import SVC

svc=SVC(kernel=’linear’,C=正则值’,probability=True)

svc.fit(X,y)

from sklearn.svm import LinearSVC

svc=LinearSVC(loss=’hinge’,C=正则值,probability=True)

#方法①的运行速度更快

**多项式内核SVM**

from sklearn.svm import SVC

svc=SVC(kernel=’poly’,degree=最高阶数,coef=高阶或低阶项的影响程度,C=正则值,probability=True)

svc.fit(X,y)

**高斯内核SVM**

from sklearn.svm import SVC

svc=SVC(kernel=’rbf’,gamma=’高斯核指数的分母’,C=正则值,probability=True)

svc.fit(X,y)

#高斯内核的分母gamma控制着高斯内核的钟形函数的宽度，减小gamma会使得钟形变宽，每个样本点的影响范围扩大，模型泛化能力扩大但也更易欠拟合

#C正则值越高，正则化程度越低

**sigmoid内核SVM**

from sklearn.svm import SVC

svc=SVC(kernel=’sigmoid’, C=正则值,probability=True)

svc.fit(X,y)

**对每个样本输出每个类别的预测分值**

svc.decision\_function(X)

## KNN

from sklearn.neighbors import KNeighborsClassifier

knn=KNeighborsClassifier()

knn.fit(X,y)

#该KNN分类器可以处理多标签分类问题

## 逻辑回归

from sklearn.linear\_model import LogisticRegression

model=LogisticRegression()

model.fit(X,y)

**输出预测可能性**

model.predict\_proba(X)

## 投票分类器

from sklearn.ensemble import VotingClassifier

voting\_model=VotingClassifier(

estimators=[(‘分类器名1’,分类器1), (‘分类器名2’,分类器2),…],voting=’hard’/’soft’)

voting\_model.fit(X,y)

## Bagging和Pasting方法

from sklearn.ensemble import BaggingClassifier

bagging\_model=BagginClassifier(model,n\_estimators=分类器个数,max\_samples=样本子采样大小,bootstrap=True/False,n\_jobs=-1,obb\_score=是否启用包外评估,bootstrap\_features=是否对特征空间子采样,max\_features=特征子采样时的最大子采样特征数)

bag\_model.fit(X,y)

#bootstrap=True，是Bagging方法；False是Pasting方法

#如果model由predict\_proba()方法，则BaggingClassifier执行软投票

**查看包外评估分数**

bagging\_model.obb\_score\_

**查看包外预测值**

bagging\_model.obb\_decision\_function\_

## AdaBoost方法

from sklearn.ensemble import AdaBoostClassifier

ada\_model=AdaBoostClassifier(\*base\_estimator=model,

n\_estimators=基分类器数,algorithm=’SAMME.R’/’SAMME’,learning\_rate)

ada\_model.fit(X,y)

#基分类器model不指定的话，默认为决策树

#当基分类器有predict\_proba()方法时，用’SAMME.R’通常会更好

## 梯度提升树（GBRT）

from sklearn.ensemble import GradientBoostingClassifier

gbrt\_model = GradientBoostingClassifier()

gbrt\_model.fit(X\_train,y\_train)

## XGBoost

import xgboost

model=xgboost.XGBClassifier()

model.fit(X,y,eval\_set=[(X\_val,y\_val)],early\_stopping\_rounds=触发提前停止的未改善轮数)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

回归模型

## 线性回归

from sklearn.linear\_model import LinearRegression

model=LinearRegression()

**查看截距和系数**

model.intercept\_

model.coef\_

## 多元线性回归

from sklearn.preprocessing import PolynomialFeatures

from sklearn.linear\_model import LinearRegression

poly\_transformer=PolunomialFeatures(degree=次幂,include\_bias=False)

X\_poly=poly\_transformer(X)

model=LinearRegression()

LinearRegression.fit(X\_poly,y)

**#X\_poly包含了X的原始数据和X的2到n次幂数据**

**！当X有多个特征时，**PolynomialFeatures()还将包含不同特征的不同次幂的乘积组合

如：X含两个特征a,b，则degree=3还会包含特征ab,a2b,ab2

## 岭回归

from sklearn.linear\_model import Ridge

model=Ridge(alpha=惩罚系数)

model.fit(X,y)

## Lasso回归

from sklearn.linear\_model import Lasso

model=Lasso(alpha=惩罚系数)

model.fit(X,y)

## 弹性网络(Lasso与Ridge的线性加和模型)

from sklearn.linear\_model import ElasticNet

model=ElasticNet(alpha=惩罚系数,l1\_ratio=L1正则项权重)

model.fit(X,y)

## PLSR回归

from sklearn.cross\_decomposition import PLSRegression

pls = PLSRegression(n\_components=k,scale=False)

#取k个主成分，scale=True表示将X数据做自标准差标准化

## 决策树

from sklearn.tree import DecisionTreeRegressor

model=DecisionTreeRegressor()

model.fit(X,y)

## 随机森林回归

from sklearn.ensemble import RandomForestRegressor

model=RandomForestRegressor()

model.fit(X,y)

## AdaBoost方法

from sklearn.ensemble import AdaBoostRegressor

ada\_model=AdaBoostClassifier(\*base\_estimator=model,

n\_estimators=基分类器数,learning\_rate,loss={‘linear’, ‘square’, ‘exponential’})

ada\_model.fit(X,y)

#基分类器model不指定的话，默认为决策树

## 极端随机树

from sklearn.ensemble import ExtraTreesRegressor

model=RandomForestClassifier(n\_estimators=树数.max\_leaf\_nodes=最大叶节点数,n\_jobs=-1)

model.fit(X,y)

## 梯度提升树（GBRT）

from sklearn.ensemble import GradientBoostingRegressor

model=GradientBoostingRegressor(max\_depth=单棵树最大深度,n\_estimators=树数,learning\_rate,subsample=训练每棵树时的样本子采样比例, criterion={‘friedman\_mse’, ‘mse’, ‘mae’})

model.fit(X,y)

#learning\_rate控制单棵树的权重，learning\_rate越低，就需要更多树来拟合，但泛化会改善

#criterion是评价节点分裂优良的指标

**输出训练了1至n棵树时模型的预测值(结合metrics可以寻找最佳的树数超参数)**

model.staged\_predict(X)

## XGBoost

import xgboost

model=xgboost.XGBRegressor()

model.fit(X,y,eval\_set=[(X\_val,y\_val)],early\_stopping\_rounds=触发提前停止的未改善轮数)

## SVM

分类SVM模型中加上用于控制间隔大小的超参数epsilon即可，通常取(0,2), epsilon越大，间隔越大

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

降维

## PCA

from sklearn.decomposition import PCA

pca=PCA(n\_components=主成分数或可解释方差比,svd\_solver=’randomized’/‘full’)

Xnew=pca.fit\_transform(X)

#svd\_solver=’full’将使用完全的SVD分解，‘randomized’ SVD算法常用于主成分数远小于原维度数时

**新空间的第i个基**

pca.components\_.T[:,i]

**可解释方差比**

pca.explained\_variance\_ratio\_

**解压缩**

pca.inverse\_transform(Xnew)

**增量PCA**

from sklearn.decomposition import IncrementalPCA

inc\_pca=IncrementalPCA(n\_components)

for batch in batchs:

inc\_pca.partial\_fit(batch)

Xnew=inc\_pca.transform(X)

## LLE

from sklearn.manifold import LocallyLinearEmbedding

lle=LocallyLinearEmbedding(n\_components,n\_neighbors=进行流形化时每个样本点使用的近邻数)

Xnew=lle.fit\_transform(X)

## SVD

from sklearn.decomposition import TruncatedSVD

svd= TruncatedSVD(n\_components=K, random\_state=42)

svd.fit(X)

svd.components\_ #ΣVT

singular\_values\_ #Σ

explained\_variance\_ #各主成分所解释原数据方差值

explained\_variance\_ratio\_ #各主成分所解释原数据方差比例

## NMF (Non-negative Matrix Factorization)

NMF将X近似分解为W和H的积，满足X≈WH，W和H中元素大于零

from sklearn.decomposition import NMF

nmf=NMF(n\_components=K,\*alpha\_W=W矩阵的正则系数, \*alpha\_H=H矩阵的正则系数)

nmf.fit(X)

nmf.n\_components #右矩阵H

## t-SNE

from sklearn.manifold import TSNE

tsne = TSNE(n\_components=降维维度数, verbose=1, perplexity=40, n\_iter=250)

tsne\_results = tsne.fit\_transform(data)

x,y=zip(\*tsne\_results) #降二维后的坐标

聚类

## K-means

from sklearn.cluster import KMeans

model=KMeans(n\_clusters=k,init=人为初始化中心点ndarray,n\_init=随机初始化次数)

y\_pred=model.fit\_predict(X)

**查看聚类中心点**

model.cluster\_centers\_

**获取中心点样本的序号**

np.argmin(model.transform(X))

**查看每个样本点分配的标签**

model.labels\_

**查看每个样本点到各集群中心点的距离**

dist=model.transform(X,axis=0)

**查看当前模型中的集群内方差**

model.inertia\_

#sklean中的KMeans方法默认使用KMeans++初始化

**查看当前模型中各样本点的平均silhouette值**

from sklearn.metrics import silhouette\_score

silhouette\_score(X,model.labels\_)

**轮廓图**

<https://www.scikit-yb.org/en/latest/api/cluster/silhouette.html>

from yellowbrick.cluster import SilhouetteVisualizer

visualizer = SilhouetteVisualizer(model, colors='yellowbrick')

visualizer.fit(data) # Fit the data to the visualizer

visualizer.show() # Finalize and render the figure

**轮廓值** metrics.silhouette\_score(X,y\_pred)

**簇间簇内方差比(Calinski harabaz Score)** metrics.calinski\_harabaz\_score(X,y\_pred)

## 小批量K-means

from sklearn.cluster import MiniBatchKMeans

X=np.memmap(filepath,dtype=’float32’,mode=’readonly’,shape=(m,n)

#memmap类让数据可以分批部分加载到内存

batch\_size=m/batch\_num

model=MiniBatchKMeans(n\_clusters=k,batch\_size)

model.fit(X)

## DBScan

from sklearn.cluster import DBSCAN

model=DBSCAN(eps=核心点判定半径,min\_samples=核心点的判定域内的最少点数)

!没有predict()方法，只有fit\_predict()方法，可通过添加分类算法来实现

**查看核心点index**

model.core\_sample\_indices\_

**查看核心点**

model.components\_

**查看各点标签**

model.labels\_

#标签-1代表异常点

## 高斯混合模型

from sklearn.mixture import GaussianMixture

model=GaussianMixture(n\_components=簇群数,n\_init=重复运行次数,covariance\_type=’full’)

model.fit(X)

#GMM模型随机初始化使得收敛结果不一定是全局最优，故而需要重复运行并保存最优结果

#covariacne\_type=’spherical’:所有生成的簇群都是球形

covariacne\_type=’diag’:所有生成的簇群都的方向平行于坐标轴

covariacne\_type=’tied’:所有生成的簇群具有相同的形状、大小、方向

**查看估计的参数**

model.weights\_ #各高斯分布簇群的权重

model.means\_ #各高斯分布簇群的均值

model\_covariances\_ #各高斯分布簇群的协方差

**获取第i个簇群的样本**

X,y=model.sample(i)

**获取样本处的GMM密度**

density=model.score\_samples(X)

**通过密度筛选异常点**

anomalies=X[density<threshold]

## 阶层聚类

sklearn.cluster import AgglomerativeClustering

model= AgglomerativeClustering(*n\_clusters=*簇群数distance\_threshold=0)

**可视化**

def plot\_dendrogram(model, \*\*kwargs):

from scipy.cluster.hierarchy import dendrogram

# Create linkage matrix and then plot the dendrogram

# create the counts of samples under each node

counts = np.zeros(model.children\_.shape[0])

n\_samples = len(model.labels\_)

for i, merge in enumerate(model.children\_):

current\_count = 0

for child\_idx in merge:

if child\_idx < n\_samples:

current\_count += 1 # leaf node

else:

current\_count += counts[child\_idx - n\_samples]

counts[i] = current\_count

linkage\_matrix = np.column\_stack([model.children\_, model.distances\_,

counts]).astype(float)

# Plot the corresponding dendrogram

dendrogram(linkage\_matrix, \*\*kwargs)

plot\_dendrogram(model, truncate\_mode='level', p=40)

# NLP

## BOW(Bag-of-words)

from sklearn.feature\_extraction.text import CountVectorizer

bow=CountVectorizer(\*encoding=’utf-8’, \*decode\_error, \*lowercase=True, \*stop\_words, \*max\_df,\*min\_df, \*max\_features,\*binary)

X\_bow=bow.fit\_transform(text\_list)

#decode\_error指示在给定encoding下遇到无法解码字符时的操作，{'strict', 'ignore', 'replace'}

#stop\_words指示在进行tokenize前需要去除的停用词，默认使用自带的英语停用词库，也可以自定义赋一个stop\_words\_list

#max\_df和min\_df指示过滤掉在文本中频率大于或小于给定阈值的词，取值0-1

# max\_features指示仅考虑top\_n的词

#binary=True, 变为单词出现矩阵，含有某词为1，不含为0

## BOW with TF-IDF

from sklearn.feature\_extraction.text import TfidfVectorizer

tfidf\_bow = TfidfVectorizer(\*encoding=’utf-8’, \*decode\_error, \*lowercase=True, \*stop\_words, \*max\_df,\*min\_df, \*max\_features,\*binary,\*ngram\_range)

tfidf\_bow.fit(text\_list)

#ngram\_range输入一个元组(a,b)，表示构建a-gram到b-gram的n-gram

## LDA(LatentDirichletAllocation)

X=WH

from sklearn.decomposition import LatentDirichletAllocation

lda=LatentDirichletAllocation(n\_components=K)

lda.fit(X\_bow)

lda.components\_ #topic-word H矩阵