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# 1.课题提出

## 1.1课题背景、目的与意义

当今世界，其实我们的身边到处都是爬虫的产物，比如各种搜索引擎，他们之所以能为我们提取到这么多结果，其实就是他们爬取了很多信息，并展示给我们。再比如很多爬取各大电商网站进行比价的商业爬虫，极大的为我们的生活提供了便利并节约了金钱。同样，利用爬虫，可以帮助我们在漫天的新闻中爬取我们想要的新闻信息。

与此同时，在信息检索与数据挖掘的过程中，我们需要一种技术来挖掘文章中的关键词，来帮我们实现对爬取的大量数据之后的信息提取和概括，这时，TF-IDF这种通过衡量词频和相应词的权重的方法便可以帮我们解决这一问题，来实现上述要求。

然而，仅仅提取关键词并不能达到方便查阅各类新闻信息的要求，毕竟新闻数量繁杂，即使经过提取关键字，精简后的内容依然数量庞大。这时。我们需要一种分类算法帮我们将新闻进行分类，这时K最近邻算法、余弦相似度算法或SVM算法便可以帮我们解决这一问题。

## 1.2国内外现状

在搜索引擎中，对内容的抓取是消耗很大却又很重要的一部分，这就要求爬虫具有相当的效率同时又需要保持质量。近几年，国内外搜索引擎方面研究均较热，在上述背景下，爬虫技术和人工智能的结合便成为了研究的热点。

同时，在搜索引擎的日益流行中，信息过载问题日益严重，从大量爬取到的信息中找到符合用户要求的信息成为了非常迫切的需求，这时，文本分类就显得至关重要。在文本分类领域中，空间向量模型一直以来就在国内外研究中占有统治地位。其中，TF-IDF因其具有较高的准确率而一直受到相关研究人员和众多应用领域的青睐。TF-IDF通过判断一个词在特定文档中的频率和在文档中出现的范围，来区分此词在区别该文档内容属性方面的能力，这就解决了爬取网页内容后的文本表示的问题。

在这之后， 利用聚类算法对新闻进行分类就成了当务之急，在国内外的研究中，聚类方法大致包括划分聚类、层次聚类等，其中，划分聚类具有较低的时间复杂度和空间复杂度的有点，然而初始化的中心点对结果影响很大；而层次聚类具有质量高的有点，然而具有较高的复杂度。

通过本课题，可以将百度新闻信息的爬取、文本表示和分类实现耦合，从而解决新闻查询中信息过载的问题。

## 1.3研究（设计）内容

1. 通过python爬虫抓取百度新闻列表，提取百度新闻首页上的新闻信息并清洗新闻信息。
2. 通过TF-IDF算法计算每篇文章的向量值。这其中需要三步：

第一步，计算词频。

词频(TF) = 某个词在文章中的出现次数 / 文章的总词数

第二步，计算逆文档频率。

所谓逆文档频率(IDF), 用统计学语言表达，就是在词频的基础上，要对每个词分配一个权重。给予最常见的词如“的”，“是”最小的权重，给予较常见的词较小的权重，给予较少见的词较大的权重，因此，逆文档频率的大小与一个词的常见程度成反比。

而计算逆文档频率时，需要一个语料库，来模拟语言的使用环境。

因此，逆文档频率(IDF) = log(语料库的文档总数 / 包含该词的文档数 + 1)

第三步，计算TF-IDF

TF-IDF = 词频(TF) \* 逆文档频率(IDF)

1. 通过分类算法找出相似文章并分类。 由于通过TF-IDF，已经计算出了每篇文章的向量值，所以计算两篇文章的相似程度，就变成了计算两个向量的相似程度。而我们知道，通过计算两个向量夹角的大小，便可以计算两个向量的相似程度，夹角越小，说明两个向量越相似。

而两个向量之间夹角的公式为;

使用这个公式，我们可以得到两篇文章的词频向量的余弦，进而比较两篇文章的相似程度。比较所有文章之间的相似程度，便可以完成分类。

# 2．设计方案论证（可行性研究）

首先，通过分析页面HTML，分析在百度新闻中要抓取的列表的标题、href, 经过分析后，可以通过正则表达式来实现对新闻内容的清洗。

其次，通过python的scikit-learn包，通过TF-IDF算法可以计算出每篇文章的向量值，继而计算余弦相似度。在这之后，可以实现对不同文章的分类。

# 3．开发环境及系统实现

操作系统: Mac OS X

开发工具: JetBrains PyCharm

# 4．毕业设计进度计划

**表4.1 毕业设计进度计划表**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **序号** | **起止日期** | **任务** | **提交的阶段成果** | **备注** |
| 1 | 3月5日—3月18日（1-2周） | 调研 | 调研报告 |  |
| 2 | 3月19日—3月25日（3-3周） | 查阅文献资料 | 论文综述 |  |
| 3 | 3月26日—4月8日（4-5周） | 系统分析 | 建立系统业务模型，功能模型，数据模型 |  |
| 4 | 4月9日—4月29日（6-8周） | 系统设计 | 功能设计，数据库设计，模块设计 |  |
| 5 | 5月30日—5月13日（9-11周） | 系统实现与调试 | 经过单元测试的源程序 |  |
| 6 | 5月14日—5月20日（12-12周） | 整理论文 | 论文全文 |  |
| 7 | 5月21日—5月27日（13-13周） | 修改、审核论文 | 论文全文 |  |
| 8 | 5月28日—6月4日（14-14周） | 准备答辩 | 各种答辩材料 |  |
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