# 非线性预测控制模型方法综述

**摘要：**预测控制(MPC)算法经历了30余年的发展，展现出强大的生命力。近年来，非线性MPC已逐渐成为 MPC研究的热点。非线性系统多样性给非线性MPC研究造成了困难。主要体现在模型选取、能量函数求解和非 线性算法等诸多方面。非线性MPC以非线性模型为基础。这也是非线性MPC区别于线性MPC的根本因素。论 文针对非线性预测模型进行了总结和评述。

**关键词：**非线性系统；预测控制；预测模型；线性化

## 0引言

20世纪70年代以来，随着对工业过程控制要求不断提高，人们力图寻找对过程模型精度要求不高而同样能实现高质量过程控制的方法。在这种需求背景下，预测控制逐渐发展起来。预测控制最初 由Richalet和Cutler提出[1]，它最大程度地迎合了工业过程控制的实际需求，控制综合效果好，一经提出即在工业控制领域获得了较快应用。随着计算机技术的飞速发展，预测控制的应用领域也迅速扩展到包括航空、航天在内的众多工程领域。预测控制算法具有三大本质特征[2,3]：预测模型，滚动优化和反馈校正。它最大的特点是不断滚 动的局部优化，使模型失配、畸变、干扰等引起的 不确定性及时得到弥补，从而得到较好的动态控制性能。正因如此，预测控制可推广到有约束条件、大迟延、非最小相位以及非线性等过程，其强大的 生命力受到控制界的极大关注。

预测控制技术发展至今，不仅在实际应用中取得了良好效果，而且在理论上也取得了突飞猛进的进展。最初的基于线性模型预测控制算法(MAC、DMC、GPC)已经相当成熟。近年来，非线性MPC (NLMPC)已成为预测控制研究的热点。针对的研究对象是有扰动、有摄动和有约束的非线性过程控制。 非线性MPC研究的困难主要体现在模型选取、能量函数求解和非线性算法等诸多方面。其中，非线性模型是非线性MPC的基础，也是非线性MPC区别于线性MPC的根本因素。论文针对非线性预 测模型进行了总结和评述。

## 1非线性预测模型的类型

随着预测控制理论的不断发展，预测模型的概念不断拓展，现在所谓的模型已不能狭义地理解为过程的数学模型，关键只在于模型的预测功能[5]。 不过，非线性预测模型仍具有非线性函数的本质特征。在类型上，非线性预测模型主要可分为机理模型和实验模型。

**1.1机理模型**

机理模型是根据被控对象的质量、能量和动量守恒及构造关系等物理或化学特性所建立的微分方程模型。建立机理模型不需要很多的过程数据，因此，当被控对象工作在特性变化迅速而不容易获取过程数据时，机理建模就是较好的选择：但建立机理模型需要对被控对象有透彻的了解，不同的对象特性不同，机理建模方法每次应用于不同对象或对象特性变化时，都需要新做大量的工作。特别是系统复杂、关联因素多的情况下，要建立机理模型往往难度较大。

另外，用严格的机理建模方法得到的通常都是高阶模型，而这些高阶模型会给后续的控制器、估计器的设计以及在线计算带来难度。对于非线性模型预测控制理论研究主要是基于机理模型，其算法的原理也同样遵循预测控制的原理，即预测模型、滚动优化和反馈校正，只是模型的描述没有普遍性。在实际系统中，由于难以获得确的机理模型，因此很多情况下采用混合建模方法，即通过将机理模型和经验模型相结合得到系统的函数模型。

**1.2实验模型**

在大多数的实际应用中，我们缺乏对被控对象的精确了解，因此很难进行机理建模，此时就只能建立实验模型。实验建模是一种利用系统的动态过程数据进行建模的方法，描述的是系统输入和输出之间的关系。因为过程数据都是以离散时刻为基准，因而离散时间模型更能自然地反映数据中包含的系统信息。

实验建模所使用的模型结构灵活多样，但可以归纳为几大类：阶跃响应模型和脉冲响应模型等非参数模型。状态空间模型，以及囊括多种特殊形式模型的输入，输出模型(例如：自回归滑动平均模型、 Hammerstein模型、Wiener模型、Volterra模型、多项式ARMAX模型、神经网络模型、模糊模型等)。实验建模，除了要选择模型的结构形式，还包括输入序列设计、噪声建模、参数估计和模型校验等重要环节。相对于机理建模，实验建模有以下优点： 1)不需要对过程有过于详细的了解； 2)容易限制模型的复杂度； 3)当过程参数变化或运行范围变化时，可以较容易地通过过程数据重新建模，或通过自适应的方法对模型进行在线修正。

## 2非线性预测模型的具体形式

在实际使用中．非线性预测模型的具体表现形式多种多样。

**2.1线性化模型**

线性化模型即通过线性化方法将非线性模型线性化处理后，按照线性系统滚动优化设计预测控制器，而在模型预测部分一般仍采用非线性模型。模型线性化后会产生一定的预测误差，可用在线辨识的方法来修正线性化模型。基于线性化模型的非线性MPC算法计算简单、 实时性好，但也有不足之处。例如，在非线性 QDMC中，尽管每个采样时刻都可以采用新的线性化模型，但系统动态信息的丢失是难免的，而在线更换模型，又很难保证每个采样时刻优化问题的可行性。在线优化过程中，操作区域的划分与多少。以及切换点的选择将直接影响算法的实时性及控制性能。

**2.2特殊输入/输出模型**

如果可以获取非线性系统的输入输出数据，则可以用特殊的输入，输出模型来描述系统，建立输入，输出模型，如Volterra模型、Hammerstein模型、Wiener模型、自回归滑动平均模型、广义 Hammerstein模型、多项式ARMAX模型、Laguerre模型等。Volterra模型即非线性脉冲响应模型射。描述系统动态的精度取决于所取Voltcrra序列的阶次，但高阶次的Volterra序列需要大量的实验来获取 Voltcrra系数Hammerstein模型描述的是一类可分为静态非 线性和动态线性的系统，这类模型结构简单，可用于描述具有幂函数、死区、开关等非线性的过程。选择合适的性能指标，采用Hammerstein模型预测，可将控制问题分解为线性模型的动态优化问题和非线性模型的静态求根问题。 Wiener模型也可描述一类能进行动态线性和静态非线性分离的系统，不同的是Wiener模型的线性动态环节在非线性静态增益的前面。其他几类输入，输出关系模型也各有特点。

**2.3分段线性化模型**

在非线性系统的分析与设计中，线性化技术发挥了重要作用，但对于具有大范围、强耦合的非线性系统，利用在一个平衡点附近展开得到的线性化模型不能反映非线性系统在大范隔的动、静态特性，有时其控制品质甚至稳定性都难以保证。此时就可以建立分段线性化模型。 段线性化模型是通过采用多模型方法得到的非线性系统的线性化多模型表示。

多模型方法的思想是一种变参数线性系统、非线性系统的常用方法，在参数估计、离散时间随机 系统控制、自适应控制等领域获得了广泛研究与应用。其基本思路是，在不同的平衡点附近用不同的线性模型描述非线性对象，在整个工作范围内用多个线性化模型来逼近非线性过程，最后通过多个线 性模型的协调控制，实现大范围、强耦合非线性系统的控制。 在使用多模型方法时，如何使用多个线性化模 型在不同动态范围内逼近非线性过程，同时又保证线性化模型围绕系统平衡点附近展开，是建立和成功运用非线性系统线性化多模型表示的关键。

常用两种方法：一是根据期望的参数轨迹，搜索确定平衡点(或操作点)的位置和数量；二是对设定值或参数轨迹分段趋近。分段线性化模型应用时，一般还同时将非线性设定值分解后得到适合于非线性系统线性化多模型表示的相应多模型参考轨迹。分段线性化模型在描 述系统方面比线性化模型精确，又可简化非线性优化问题，降低计算难度，有较广泛的应用前景。

**2.4 智能模型**

智能模型如模糊模型、神经网络模型，描述的也是系统的输入输出之间关系，可以逼近许多非线性系统。

1. 模糊模型

Zadeh(1965)提出用模糊逻辑系统来模拟人类对输入，输出空间之间的非线性映射关系的理解。模糊模型可同时利用定量和定性的系统信息，在实际应用巾可将人类对系统的先验知识直接用来影响模型的结构和参数，且参数和结构有较明确的物理含义。最常用的模糊模型形式包括：Mamdani模型、模糊关系模型、T-S模型。

1. 神经网络模型

利用神经网络根据实际被控对象的输入输出数据。通过学习和训练来逼近非线性系统，是描述非线性系统的一种有效的方法。不过因为利用神经网络进行多步预测还没有直接有效的方法，影响了神经网络模型的更深入应用。模糊模型和神经网络模型的不足之处，主要表 现在多步预测缺乏有效的方法；理论分析(如模型收敛性和闭环稳定性等)较为困难。

**2.5其他综合性模型**

在非线性预测控制中，除上述模型外，还有多种综合性的模型。比如：将人工神经网络模型与多变量线性ARX模型相结合构成的集成模型；连续离散混合控制输入的混杂模型等等。

## 3非线性建模带来的问题

无论采用哪种预测模型，即使是线性化模型，非线性预测控制的滚动优化过程都面临求解非线性能量函数这一难题，这是系统非线性带来的最大问题。首先，由于要采用非线性规划(NLP)需要递归计算，不可避免存在大量的计算，因而对于实际控制系统，其实时性很难保证；其次，在非线性预测控制中，常采用局部优化来解决计算量这一难题，因而就无法保障系统的全局优化；第三，针对不同系统，算法收敛性和闭环的稳定性都很难得到证明。

## 4结论

非线性预测控制与线性预测控制相比较，理论上并没有出现突破性的成果。前者基本上沿用了后者的思想，只是在模型的选取、能量函数的求解和非线性算法等方面有一些进展，而这正是非线性系统多样性所造成的困难。不过正因如此，随着非线性预测控制应用需求的日益迫切，包括非线性预测建模在内的非线性预测控制理论和技术必将更快速、更深入地发展下去。
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