一轮考核

# 1.1 线性回归方程

### 1.1.1 思路

一开始，在考虑用梯度下降法还是最小二乘法，这两个学的时候有点模糊，用梯度下降法要迭代而且还要画图找学习率，后来看吴恩达的视频发现了一种叫正规方程的解法，看起来比较简单入手，（当时不知道他就是用最小二乘法解的）甚至还问了师兄才确定。然后当时（3.28）也只剩一周的时间，决定用最小二乘法做一个线性回归模型。

### 1.1.2 最小二乘法

#### 1.1.2.1推导

1)这是一个多特征值的线性回归方程，所以假设

**注：总体的矩阵斜率为： ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAyIBAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAAAAEAAAAMD////G////AAEAAIYBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAmABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wA1wAACgCgcv0C/v///1DMGQC+IK52QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABxAAADfQAAACYGDwDvAE1hdGhUeXBlVVXjAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAbyJmjm8iZo4hAIoCGNYZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)**

2）他的代价函数

3）m为样本总数，参数![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAyIBAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAAAAEAAAAMD////G////AAEAAIYBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAmABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAzQAACgAYjhUF/v///1DMGQC+IK52QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABxHwADfQAAACYGDwDvAE1hdGhUeXBlVVXjAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoA8ClmKvApZiohAIoCGNYZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)与特征矩阵X均为n+1维列向量

4）将代价函数写成矩阵表达式：

**注：X为m行n+1列的矩阵，![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAyIBAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAAAAEAAAAMD////G////AAEAAIYBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAmABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wACwAACgAAcv0C/v///1DMGQC+IK52QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABxGgADfQAAACYGDwDvAE1hdGhUeXBlVVXjAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAgxpmBYMaZgUhAIoCGNYZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)为n+1维行向量，Y为m维行向量**

5）对以上公式进行变换，和求偏导，最终求出

6）所以，如果X是一个数据集时，将![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAyIBAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABEwAAACYGDwAcAP////8AAAAAEAAAAMD////G////AAEAAIYBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAmABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wA/gAACgAQ2BUF/v///1DMGQC+IK52QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABxeQADfQAAACYGDwDvAE1hdGhUeXBlVVXjAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAqyFm4ashZuEhAIoCGNYZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)转置后最后的模型为

**注：此时的X是m（n+1）的矩阵，![](data:image/x-wmf;base64,183GmgAAAAAAAOABAAIBCQAAAADwXQEACQAAA1wBAAACAIUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuABEwAAACYGDwAcAP////8AAAAAEAAAAMD///+1////oAEAALUBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAvQADQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///9DPGQC+IK52QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABUI7wBBQAAABQCoAEWABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbABbAAAKAFDXFQX+////0M8ZAL4grnZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcXkAA4UAAAAmBg8AAAFNYXRoVHlwZVVV9AAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EDABwAAAsBAQEAAgCDVAAAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA5IQCKAgAACgCII2Y5iCNmOSEAigKY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)是（n+1）1的矩阵，得到的Y是一个m1的矩阵**

### 1.1.3 数据处理

首先，在jupyter notebook 把所有含有nan值的行都删去，最后只留下342行；

然后求出样本的每一个特征与outcome的相关系数，发现只有一组是低于0.5的；

接着，用scatter画出各个特征的离散图，看看每组数据的离散程度是怎样的，发现大部分是负相关，但有两组很怪，但是我只删掉了一组，就是相关系数过于低的“3”列所有特征值。

最后开始拿训练集来训练模型，得出后，拟合，然后再测试，得到最终结果。
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