Utilising Mobile Phone Sensor Gyroscopic Data For Classifying Common Hand Gestures
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*Abstract*—Abstract to go here.

# Introduction

AI usage has grown over the year and will continue to grow in the near future. Mostly businesses already using AI and this has led to researcher exploring to do more research on application of AI in diverse fields.

Gesture recognition is one such application which basically is making the computer understand how physical activities are conducted among human beings. This gesture input to computers offers numerous benefits, including monitoring activities and vital signs, enhancing gaming experiences, and supporting applications in robotics and wearable technology. This technology enables devices to understand and react to human gestures, facilitating control and communication.

We are using hand gesture recognition for ( choose one: robotics/ Gaming/ Sign Language translation, etc(choose from the Applications where individuals can use smartphones to collect hand gesture data? Or whatever u feel )

# Background

"The highest performance was achieved using a convolutional neural network with long- short term memory (CNN-LSTM)"

"The pre-processing step consisted of a fourth-order low-pass Butterworth filtering with a cut-off frequency of 5 Hz. Such frequency was chosen due to the frequency content of the acquired signals, which was below 5–6 Hz, as verified by Fourier power spectrum analysis. The pre-processing also included raw signal standardization: each signal acquired with the MMR sensors was centered to have zero mean and standard deviation equal to one."

"Concerning ML approaches, inspired by human activity recognition work in the literature, the following classifiers were evaluated: Support Vector Machine (SVM) [19,20], Random Forest (RF) and K-Nearest Neighbour (KNN)."

"The complete dataset, composed of 22 subjects, was divided into training/validation and test sets using leave-one-subject-out cross validation. As concerns ML methods, the training/validation dataset was split into 5 folds, and grid search-based 5-fold cross validation was used for tuning the hyperparameters. As concerns DL methods, validation was performed on 20% of the training/validation set."

"In multi-gesture classification, CNN and CNN-LSTM performed better than ML methods, with CNN-LSTM resulting in the highest balanced accuracy"

"In the binary classification, the highest f1-score and precision values were obtained with CNN" (Moccia, Sara et al.)

"Support vector machine (SVM) and hidden Markov model (HMM) are two typical machine learning methods in pattern recognition."

"SVM usually needs careful feature extraction and selection, as well as other traditional ML algorithms like naïve Bayes (NB), K-nearest neighbors (KNN), and decision tree (DT)"

"For time sequential signals, recurrent neural networks (RNN) allow information to persist. Thus, we can make full use of the contextual information of the sequence. However, RNN might suffer from a vanishing gradient problem with long data sequences. To solve this problem, Hochreiter et al. designed a special RNN, the long short-term memory (LSTM) network that can learn long dependencies" (Zhao, Shenglin et al.)

# Metholody

Methodology Introduction goes here.

## Data Collection

Data was collected using the Phyphox mobile application[[1]](#footnote-1). Each member of the team attempted to perform the same four gestures for eight iterations per recording, and five recordings each per gesture – 40 iterations per person per gesture for a total of 480 complete gestures. These gestures were initially recorded continuously, without stopping, as per the coursework specification but after trial and error we discovered that segmenting the data was a lot more difficult when there were no clear spaces between the gestures. Instead, we opted to leave a distinct one second gap between performing each gesture in each recording. Adding these pauses allowed us to segment the recording more easily into its separate gesture patterns.

## Data Pre-Processing

Once the data was recorded and the associated csv files were imported into pandas *DataFrame* we began to preprocess the data. First, we applied a scikit-learn *MinMaxScaler* to the data – which transforms the data to values between 0 and 1 whilst maintaining the relationships between the datapoints, this is done using the below formula:

We performed this transformation to ensure that the machine learning models did not perceive higher values as more important for training.

Next, we applied a basic trim to the data. Inspecting, from the beginning of the file, every 20 data points. If the mean acceleration was < 0.3 then the data was removed. We did this from the beginning of the file as well as the end of the file. This would help us reduce unnecessary noise at the beginning and end of the file, making segmentation easier.

Once the data was normalized and trimmed, utilizing the *scipy.signal* *butter* and *filtfilt* functions, we applied a low-pass frequency filter to the data. Essentially this would apply some dampening to the sensor data and reduce some of the noise in the system. Visually, this appeared to make the waveforms smoother. This was done to ensure that the model was not simply reading all the noise in the system but understanding the more generic shape of the data.

## Segmenting the Data

The next step of processing was to separate the individual gestures from the files that contained several gestures of the same type. This would be required so that each gesture was separate in its own block of data to be associated with a label.
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