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# Problem 10

names(Weekly)

## [1] "Year" "Lag1" "Lag2" "Lag3" "Lag4" "Lag5"   
## [7] "Volume" "Today" "Direction"

# 10a - Produce some numerical and graphical summaries of the Weekly data. Do there appear to be any patterns?

summary(Weekly)

## Year Lag1 Lag2 Lag3   
## Min. :1990 Min. :-18.1950 Min. :-18.1950 Min. :-18.1950   
## 1st Qu.:1995 1st Qu.: -1.1540 1st Qu.: -1.1540 1st Qu.: -1.1580   
## Median :2000 Median : 0.2410 Median : 0.2410 Median : 0.2410   
## Mean :2000 Mean : 0.1506 Mean : 0.1511 Mean : 0.1472   
## 3rd Qu.:2005 3rd Qu.: 1.4050 3rd Qu.: 1.4090 3rd Qu.: 1.4090   
## Max. :2010 Max. : 12.0260 Max. : 12.0260 Max. : 12.0260   
## Lag4 Lag5 Volume Today   
## Min. :-18.1950 Min. :-18.1950 Min. :0.08747 Min. :-18.1950   
## 1st Qu.: -1.1580 1st Qu.: -1.1660 1st Qu.:0.33202 1st Qu.: -1.1540   
## Median : 0.2380 Median : 0.2340 Median :1.00268 Median : 0.2410   
## Mean : 0.1458 Mean : 0.1399 Mean :1.57462 Mean : 0.1499   
## 3rd Qu.: 1.4090 3rd Qu.: 1.4050 3rd Qu.:2.05373 3rd Qu.: 1.4050   
## Max. : 12.0260 Max. : 12.0260 Max. :9.32821 Max. : 12.0260   
## Direction   
## Down:484   
## Up :605   
##   
##   
##   
##

pairs(Weekly)
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weekly\_dataset <- select (Weekly,-c(Direction))  
cor(weekly\_dataset)

## Year Lag1 Lag2 Lag3 Lag4  
## Year 1.00000000 -0.032289274 -0.03339001 -0.03000649 -0.031127923  
## Lag1 -0.03228927 1.000000000 -0.07485305 0.05863568 -0.071273876  
## Lag2 -0.03339001 -0.074853051 1.00000000 -0.07572091 0.058381535  
## Lag3 -0.03000649 0.058635682 -0.07572091 1.00000000 -0.075395865  
## Lag4 -0.03112792 -0.071273876 0.05838153 -0.07539587 1.000000000  
## Lag5 -0.03051910 -0.008183096 -0.07249948 0.06065717 -0.075675027  
## Volume 0.84194162 -0.064951313 -0.08551314 -0.06928771 -0.061074617  
## Today -0.03245989 -0.075031842 0.05916672 -0.07124364 -0.007825873  
## Lag5 Volume Today  
## Year -0.030519101 0.84194162 -0.032459894  
## Lag1 -0.008183096 -0.06495131 -0.075031842  
## Lag2 -0.072499482 -0.08551314 0.059166717  
## Lag3 0.060657175 -0.06928771 -0.071243639  
## Lag4 -0.075675027 -0.06107462 -0.007825873  
## Lag5 1.000000000 -0.05851741 0.011012698  
## Volume -0.058517414 1.00000000 -0.033077783  
## Today 0.011012698 -0.03307778 1.000000000

weekly\_dataset <- Weekly

1. Only relationship which is clearly visible is between Year and volume

pairs(Year ~ Volume, weekly\_dataset)

![](data:image/png;base64,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)

# 10b - Use the full data set to perform a logistic regression with Direction as the response and the five lag variables plus Volume as predictors. Use the summary function to print the results. Do any of the predictors appear to be statistically significant? If so,which ones?

logistic\_regression <- glm(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume, data = Weekly, family = binomial)  
summary(logistic\_regression)

##   
## Call:  
## glm(formula = Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 +   
## Volume, family = binomial, data = Weekly)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6949 -1.2565 0.9913 1.0849 1.4579   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.26686 0.08593 3.106 0.0019 \*\*  
## Lag1 -0.04127 0.02641 -1.563 0.1181   
## Lag2 0.05844 0.02686 2.175 0.0296 \*   
## Lag3 -0.01606 0.02666 -0.602 0.5469   
## Lag4 -0.02779 0.02646 -1.050 0.2937   
## Lag5 -0.01447 0.02638 -0.549 0.5833   
## Volume -0.02274 0.03690 -0.616 0.5377   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1496.2 on 1088 degrees of freedom  
## Residual deviance: 1486.4 on 1082 degrees of freedom  
## AIC: 1500.4  
##   
## Number of Fisher Scoring iterations: 4

1. Lag2 appears to be statistically significant as the p-value is less than 0.05.

# 10c Compute the confusion matrix and overall fraction of correct predictions. Explain what the confusion matrix is telling you about the types of mistakes made by logistic regression.

predictions <- predict(logistic\_regression, Weekly, type="response")  
predicted\_direction <- as.factor(ifelse(predictions < 0.5, "Down", "Up"))  
confusion\_matrix <- table(predicted\_direction,   
 Weekly$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 54 48  
## Up 430 557

error\_rate <- mean(predicted\_direction != Weekly$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 43.89348 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 56.10652 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 88.84298 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 7.933884 %

# 10d Now fit the logistic regression model using a training data period from 1990 to 2008, with Lag2 as the only predictor. Compute the confusion matrix and the overall fraction of correct predictions for the held out data (that is, the data from 2009 and 2010).

made by logistic regression.

weekly\_dataset\_lt\_2009 <- (Weekly$Year < 2009)  
train\_dataset <- Weekly[weekly\_dataset\_lt\_2009, ]  
test\_dataset <- Weekly[!weekly\_dataset\_lt\_2009, ]  
  
logistic\_regression <- glm(Direction ~ Lag2, data = Weekly, family = binomial, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(logistic\_regression, test\_dataset, type="response")  
predicted\_direction <- as.factor(ifelse(predictions < 0.5, "Down", "Up"))  
confusion\_matrix <- table(predicted\_direction,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 9 5  
## Up 34 56

error\_rate <- mean(predicted\_direction != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 37.5 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 62.5 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 79.06977 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 8.196721 %

# 10e Repeat (d) using LDA.

lda\_model <- lda(Direction ~ Lag2, data = Weekly, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(lda\_model, test\_dataset, type="response")  
confusion\_matrix <- table(predictions$class,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 9 5  
## Up 34 56

error\_rate <- mean(predictions$class != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 37.5 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 62.5 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 79.06977 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 8.196721 %

# 10f Repeat (d) using QDA.

qda\_model <- qda(Direction ~ Lag2, data = Weekly, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(qda\_model, test\_dataset, type="response")  
confusion\_matrix <- table(predictions$class,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 0 0  
## Up 43 61

error\_rate <- mean(predictions$class != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 41.34615 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 58.65385 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 100 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 0 %

# 10g Repeat (d) using KNN with K = 1.

train\_dataset\_matrix <- as.matrix(train\_dataset$Lag2)  
test\_dataset\_matrix <- as.matrix(test\_dataset$Lag2)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$Direction, 1)  
confusion\_matrix <- table(predictions,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 21 30  
## Up 22 31

error\_rate <- mean(predictions != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 50 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 50 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 51.16279 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 49.18033 %

# 10h Which of these methods appears to provide the best results on this data?

1. Logistic regression and LDA methods have similar and lowest error rates, followed by QDA and then KNN (K=1).

#10i Experiment with different combinations of predictors, including possible transformations and interactions, for each of the methods. Report the variables, method, and associated confusion matrix that appears to provide the best results on the held out data. Note that you should also experiment with values for K in the KNN classifier.

1. Logistic Regression

logistic\_regression <- glm(Direction ~ Lag1 \* Lag2, data = Weekly, family = binomial, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(logistic\_regression, test\_dataset, type="response")  
predicted\_direction <- as.factor(ifelse(predictions < 0.5, "Down", "Up"))  
confusion\_matrix <- table(predicted\_direction,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 7 8  
## Up 36 53

error\_rate <- mean(predicted\_direction != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 42.30769 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 57.69231 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 83.72093 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 13.11475 %

1. LDA

lda\_model <- lda(Direction ~ Lag1 \* Lag2, data = Weekly, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(lda\_model, test\_dataset, type="response")  
confusion\_matrix <- table(predictions$class,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 7 8  
## Up 36 53

error\_rate <- mean(predictions$class != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 42.30769 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 57.69231 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 83.72093 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 13.11475 %

1. QDA

qda\_model <- qda(Direction ~ Lag1 \* Lag2, data = Weekly, subset = weekly\_dataset\_lt\_2009)  
predictions <- predict(qda\_model, test\_dataset, type="response")  
confusion\_matrix <- table(predictions$class,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 23 36  
## Up 20 25

error\_rate <- mean(predictions$class != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 53.84615 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 46.15385 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 46.51163 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 59.01639 %

1. KNN (n = 10)

train\_dataset\_matrix <- as.matrix(train\_dataset$Lag2)  
test\_dataset\_matrix <- as.matrix(test\_dataset$Lag2)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$Direction, 10)  
confusion\_matrix <- table(predictions,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 18 19  
## Up 25 42

error\_rate <- mean(predictions != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 42.30769 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 57.69231 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 58.13953 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 31.14754 %

1. KNN (n = 50)

train\_dataset\_matrix <- as.matrix(train\_dataset$Lag2)  
test\_dataset\_matrix <- as.matrix(test\_dataset$Lag2)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$Direction, 50)  
confusion\_matrix <- table(predictions,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 21 24  
## Up 22 37

error\_rate <- mean(predictions != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 44.23077 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 55.76923 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 51.16279 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 39.34426 %

1. KNN (n = 100)

train\_dataset\_matrix <- as.matrix(train\_dataset$Lag2)  
test\_dataset\_matrix <- as.matrix(test\_dataset$Lag2)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$Direction, 100)  
confusion\_matrix <- table(predictions,   
 test\_dataset$Direction,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status Down Up  
## Down 9 12  
## Up 34 49

error\_rate <- mean(predictions != test\_dataset$Direction)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 44.23077 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 55.76923 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 79.06977 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 19.67213 %

**Out of all the combinations Logistic Regression and LDA have the best error rate performance (low error rate).**

# Problem 13

# Using the Boston data set, fit classification models in order to predict whether a given suburb has a crime rate above or below the median. Explore logistic regression, LDA, and KNN models using various subsets of the predictors. Describe your findings.

# 10a Boston dataset info

names(Boston)

## [1] "crim" "zn" "indus" "chas" "nox" "rm" "age"   
## [8] "dis" "rad" "tax" "ptratio" "black" "lstat" "medv"

1. Create datasets

Boston$crime\_rate\_above\_median <- 0  
Boston$crime\_rate\_above\_median[Boston$crim > median(Boston$crim)] <- 1  
Boston$crime\_rate\_above\_median <-factor(Boston$crime\_rate\_above\_median)  
data\_partition <- createDataPartition(y = Boston$crime\_rate\_above\_median, p = 0.75, list = FALSE)  
train\_dataset <- Boston[data\_partition,]  
test\_dataset <- Boston[-data\_partition,]

1. Logistic Regresssion

logistic\_regression <- glm(crime\_rate\_above\_median ~ indus + nox + rad + tax + lstat, data = train\_dataset, family = binomial)  
predictions <- predict(logistic\_regression, test\_dataset, type="response")  
predicted\_direction <- as.factor(ifelse(predictions > 0.5, 1, 0))  
confusion\_matrix <- table(predicted\_direction,   
 test\_dataset$crime\_rate\_above\_median,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status 0 1  
## 0 59 9  
## 1 4 54

error\_rate <- mean(predicted\_direction != test\_dataset$crime\_rate\_above\_median)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 10.31746 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 89.68254 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 6.349206 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 14.28571 %

1. LDA

lda\_model <- lda(crime\_rate\_above\_median ~ indus + nox + rad + tax + lstat, data = train\_dataset)  
predictions <- predict(lda\_model, test\_dataset, type="response")  
confusion\_matrix <- table(predictions$class,   
 test\_dataset$crime\_rate\_above\_median,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status 0 1  
## 0 61 11  
## 1 2 52

error\_rate <- mean(predictions$class != test\_dataset$crime\_rate\_above\_median)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 10.31746 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 89.68254 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 3.174603 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 17.46032 %

1. KNN (n=1)

train\_dataset\_matrix <- as.matrix(train\_dataset$indus,train\_dataset$nox,train\_dataset$rad,train\_dataset$tax,train\_dataset$lstat)  
test\_dataset\_matrix <- as.matrix(test\_dataset$indus,test\_dataset$nox,test\_dataset$rad,test\_dataset$tax,test\_dataset$lstat)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$crime\_rate\_above\_median, 1)  
confusion\_matrix <- table(predictions,   
 test\_dataset$crime\_rate\_above\_median,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status 0 1  
## 0 61 1  
## 1 2 62

error\_rate <- mean(predictions != test\_dataset$crime\_rate\_above\_median)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 2.380952 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 97.61905 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 3.174603 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 1.587302 %

1. KNN (n=10)

train\_dataset\_matrix <- as.matrix(train\_dataset$indus,train\_dataset$nox,train\_dataset$rad,train\_dataset$tax,train\_dataset$lstat)  
test\_dataset\_matrix <- as.matrix(test\_dataset$indus,test\_dataset$nox,test\_dataset$rad,test\_dataset$tax,test\_dataset$lstat)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$crime\_rate\_above\_median, 10)  
confusion\_matrix <- table(predictions,   
 test\_dataset$crime\_rate\_above\_median,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status 0 1  
## 0 45 1  
## 1 18 62

error\_rate <- mean(predictions != test\_dataset$crime\_rate\_above\_median)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 15.07937 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 84.92063 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 28.57143 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 1.587302 %

1. KNN (n=100)

train\_dataset\_matrix <- as.matrix(train\_dataset$indus,train\_dataset$nox,train\_dataset$rad,train\_dataset$tax,train\_dataset$lstat)  
test\_dataset\_matrix <- as.matrix(test\_dataset$indus,test\_dataset$nox,test\_dataset$rad,test\_dataset$tax,test\_dataset$lstat)  
predictions <- knn(train\_dataset\_matrix, test\_dataset\_matrix, train\_dataset$crime\_rate\_above\_median, 100)  
confusion\_matrix <- table(predictions,   
 test\_dataset$crime\_rate\_above\_median,   
 dnn = c("Predicted Status", "Observed Status"))  
confusion\_matrix

## Observed Status  
## Predicted Status 0 1  
## 0 53 11  
## 1 10 52

error\_rate <- mean(predictions != test\_dataset$crime\_rate\_above\_median)  
correct\_prediction <- 1 - error\_rate  
false\_positive <- confusion\_matrix[2,1] / sum(confusion\_matrix[,1])  
false\_negative <- confusion\_matrix[1,2] / sum(confusion\_matrix[,2])  
cat("\n")

cat("Error rate or training error rate is:", error\_rate \* 100, "%\n")

## Error rate or training error rate is: 16.66667 %

cat("Correct prediction rate is: ", 100 \* (1 - error\_rate), "%\n")

## Correct prediction rate is: 83.33333 %

cat("False positive Rate: ", 100 \* false\_positive, "%\n")

## False positive Rate: 15.87302 %

cat("False negative Rate: ", 100 \* false\_negative, "%\n")

## False negative Rate: 17.46032 %

**With following sub predictors indus,nox,rad,tax,lstat, we got the lowest error rate with KNN with n = 1.**