# Readme

# This is a Image captioning model I have made for week 4 of CSOC, as my final project. This model generates a story on the by extracting the features of an input Image[¶](https://kkb-production.jupyter-proxy.kaggle.net/static/dist/jupyterlab/jupyterlab-index-560be39f31dae074b6dc.html?session=eyJhbGciOiJub25lIiwidHlwIjoiSldUIn0.eyJpc3MiOiJrYWdnbGUiLCJhdWQiOiJjbGllbnQiLCJzdWIiOiJhYXJhdm0iLCJuYnQiOiIyMDIzLTA4LTAxVDEwOjI1OjEwLjg0NTM4OTdaIiwiaWF0IjoiMjAyMy0wOC0wMVQxMDoyNToxMC44NDUzODk3WiIsImp0aSI6ImQ0NDA3NjcwLWFkZWMtNDZlYi1hZmJiLTY2Nzg0MDYwM2I5ZiIsImV4cCI6IjIwMjMtMDktMDFUMTA6MjU6MTAuODQ1Mzg5N1oiLCJ1aWQiOjEyNzYxMTAzLCJkaXNwbGF5TmFtZSI6IkFhcmF2IE1laHRhIiwiZW1haWwiOiJhYXJhdjA1bWVodGFAZ21haWwuY29tIiwidGllciI6Ik5vdmljZSIsInZlcmlmaWVkIjp0cnVlLCJwcm9maWxlVXJsIjoiL2FhcmF2bSIsInRodW1ibmFpbFVybCI6Imh0dHBzOi8vc3RvcmFnZS5nb29nbGVhcGlzLmNvbS9rYWdnbGUtYXZhdGFycy90aHVtYm5haWxzL2RlZmF1bHQtdGh1bWIucG5nIiwiZmYiOlsiS2VybmVsc0RyYWZ0VXBsb2FkQmxvYiIsIktlcm5lbHNGaXJlYmFzZUxvbmdQb2xsaW5nIiwiQ29tbXVuaXR5TG93ZXJIZWFkZXJTaXplcyIsIkFsbG93Rm9ydW1BdHRhY2htZW50cyIsIkZvcmNlTmF2Rm9vdGVyT25Nb2JpbGVBbmRUYWJsZXQiLCJLZXJuZWxzU2F2ZUNlbGxPdXRwdXQiLCJGcm9udGVuZEVycm9yUmVwb3J0aW5nIiwiUmVnaXN0cmF0aW9uTmV3c0VtYWlsU2lnbnVwSXNPcHRPdXQiLCJEYXRhc2V0c01hbmFnZWRGb2N1c09uT3BlbiIsIkRvaURhdGFzZXRUb21ic3RvbmVzIiwiQ2hhbmdlRGF0YXNldE93bmVyc2hpcFRvT3JnIiwiS2VybmVsRWRpdG9ySGFuZGxlTW91bnRPbmNlIiwiUGFnZVZpc2liaWxpdHlBbmFseXRpY3NSZXBvcnRlciIsIk1hdVJlcG9ydCIsIk1vZGVsc0NhY2hlZFRhZ1NlcnZpY2VFbmFibGVkIiwiQ29tcGV0aXRpb25zUnVsZXNLbSIsIkRhdGFzZXRzU2hhcmVkV2l0aFRoZW1TZWFyY2giLCJEYXRhc2V0c1ZvdGluZ0NoaXBzIiwiRGF0YXNldHNGZWVkYmFja3NCdXR0b25OdWRnZSIsIkRhdGFzZXRzRmVlZGJhY2tzRGVsYXlOdWRnZSIsIlRhZ3NNZW51U2xpZGVyUGFuZWwiLCJNb2RlbEluc3RhbmNlUmVuZGVyZWRVc2FnZSIsIlJlY2VudGx5Vmlld2VkTW9kZWxzU2hlbGYiXSwiZmZkIjp7Iktlcm5lbEVkaXRvckF1dG9zYXZlVGhyb3R0bGVNcyI6IjMwMDAwIiwiRnJvbnRlbmRFcnJvclJlcG9ydGluZ1NhbXBsZVJhdGUiOiIwIiwiRW1lcmdlbmN5QWxlcnRCYW5uZXIiOiJ7fSIsIkNsaWVudFJwY1JhdGVMaW1pdCI6IjQwIiwiRmVhdHVyZWRDb21tdW5pdHlDb21wZXRpdGlvbnMiOiI1MjMwMCIsIkFkZEZlYXR1cmVGbGFnc1RvUGFnZUxvYWRUYWciOiJkaXNhYmxlZCIsIkNvbXBldGl0aW9uTWV0cmljVGltZW91dE1pbnV0ZXMiOiIzMCJ9LCJwaWQiOiJrYWdnbGUtMTYxNjA3Iiwic3ZjIjoid2ViLWZlIiwic2RhayI6IkFJemFTeUE0ZU5xVWRSUnNrSnNDWldWei1xTDY1NVhhNUpFTXJlRSIsImJsZCI6ImU1ZjU4OTgyNWIzNmVjMTc4ZDMxNGFiZj#This-model-generates-a-story-on-the-by-extracting-the-features-of-an-input-Image)

# So basically, it consists of 3 submodels in it:

# 1. Feature extraction model by extracting a layer from a image classification model (Computer Vision)

# 2. LSTM model, trained on a dataset with predefined captions (Natural Language Processing)

# 3. A Top-p (nucleus) sampling model using transformers, which generate a story from the captions generated (Natural Language Processing)

# I have done this in 2 files. In the first model, “features.ipynb”, I have trained an Image classifier from scratch using RESNET architecture, and then downloaded the extracted features for all images in the dataset in "custom\_resnet\_features.pkl", which is then passed into the next model, in the next jupyter notebook, “nlp.ipynb”, where other 2 models are trained.