Diseño HLS en FPGA de algoritmos de ordenamiento para receptor OFDM con detector de simbolos Near-ML
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*Resumen*—En un sistema receptor OFDM, la detección de símbolos mediante el algoritmo Near-ML, la etapa de ordenamiento de datos es parte esencial en el desempeño y por ende del sistema receptor. Por tal motivo, la motivación detrás de este trabajo es evaluar la implementación en FPGA de diversos algoritmos de ordenamiento y de evaluar su desempeño en términos de métricas tales como: Tiempo de ejecución, consumo de recursos de hardware y frecuencia de operación, para la cantidad de datos requerida por el detector. Todo esto para determinar su factibilidad de implementación en la arquitectura digital de un sistema receptor OFDM con algoritmo de detección Near-ML.
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# Introducción

Hoy en día, gran parte de las aplicaciones de cómputo científico y/o de ejecución de algoritmos de procesamiento digital de señales (PDS), requieren que los datos de entrada se alimenten den un orden especifico [1]. Este procedimiento denominado ordenamiento (“sorting”), se ha convertido en una de las operaciones fundamentales en el área de computación [2],[3]. Dicho proceso puede modelarse con el siguiente enunciado, dado una secuencia de números el problema de ordenamiento se define como la permutación tal que [4]. En gran parte de los procesos de la vida real y en una variedad de aplicaciones tales como: procesamiento digital de señales e imágenes, compresión de datos, sistemas de adquisición de datos [5], [6],[7].

Por otro lado, en las últimas décadas la industria semiconductora ha crecido de manera exponencial a pesar de su complejidad y el rendimiento del hardware. FPGAs ha sido la tecnología con mayor desarrollo en comparación con el resto de industria [8]. Dado el vasto campo de aplicación de algoritmos PDS que requieren etapas de ordenamiento y el crecimiento de los FPGAs como tecnología de desarrollo digital el trabajo en conjunto de estas dos se ha convertido en un tema interesante de investigación.

Sin embargo, aún existen retos, son pocos los arquitectos en diseño digital por medio de lenguajes de descripción de hardware como VHDL y/o Verilog. Es preponderante que los no-expertos deben alcanzar un alto nivel de especialización para el desarrollo de modelos descritos a nivel comportamental y trasladarlos a su contraparte a nivel transferencia de registros (RTL), para asegurar su correcta síntesis. Además, VHDL y Verilog no son tan poderosos como los lenguajes de alto nivel lo cual conlleva a códigos significativamente largos incrementando la probabilidad de errores de codificación y tiempo en realizar modificaciones una vez el diseño está hecho.

La síntesis de alto nivel (HLS) puede ayudar a superar los retos anteriormente mencionados [9]. HLS ha estado creciendo rápidamente en los últimos 30 años. Esta tendencia es debido principalmente por la necesidad de una plataforma rápida y confiable que, empezando de un modelo en alto nivel descrito en C o C++ genere su contraparte de bajo nivel, que luego se pueda implementar en diferentes tecnologías de carácter programable, como lo son los FPGAs [10]. Entonces, las herramientas HLS han experimentado un aumento de popularidad debido a que se especializan en generar modelos RTL de alta calidad de producción basados en modelos de alto nivel. Uno de los HLS más populares es Vivado HLS de la compañía Xilinx Inc [11].

OFDM (Multiplexación por División de Frecuencia Ortogonal) es una de las técnicas propuestas para ser usada en los siguientes sistemas de comunicación inalámbricas [12]. La idea básica de OFDM es dividir un flujo de datos de alta velocidad en flujos de tasa más baja para después ser transmitidos sobre subportadoras [13]. Algunos de los beneficios son: alta velocidad de datos, alta eficiencia espectral, alta calidad de servicio y robustez contra la interferencia en banda estrecha y desvanecimiento selectivo en frecuencia [14].

La factibilidad de un sistema de comunicación depende gran parte de la complejidad de la etapa de detección de datos. El detector óptimo de máxima verosimilitud (Maximum Likihood, ML) presenta una complejidad de , se observa que la complejidad del detector optimo aumenta con el tamaño de la constelación y la cantidad de subportadoras , por lo tanto, su implantación no es viable en comparación con los detectores lineales cuya complejidad es acotada por [15].

En la literatura se encuentran algoritmos con desempeños en términos de tasa de error de bit semejantes al ML, uno de los mas relevantes es el detector esférico [16]. Existen esquemas de detección no lineales que son basados en el algoritmo M y la descomposición QR de la matriz de canal [17],[18]. Recientemente se ha propuesto el detector Near-ML, presenta baja complejidad, mejor desempeño de BER(Bit Error Rate) y se acerca al desempeño del detector optimo ML en comparación con los sistemas OFDM convencionales [15]. La parte fundamental del detector es el ordenamiento de 48 subportadoras de datos, por ende, el algoritmo de ordenamiento y su correspondiente implementación en hardware determina de en gran parte el rendimiento y consumo de hardware que al mismo tiempo impacta en el sistema completo de comunicaciones.

Este trabajo se organiza de la siguiente manera: sección II presenta los algoritmos más conocidos para el ordenamiento de datos; en la sección III , simulación en Matlab e implementación en Vivado son mostrados; finalmente, en la sección IV se realizan conclusiones del trabajo y discusiones sobre futuras investigaciones en el área de estudio.

# Algoritmos de ordenamiento

En esta sección se presentarán los algoritmos mas conocidos para el ordenamiento de datos y su respectivo seudocódigo.

## Algoritmo de inserción

Para lograr el ordenamiento el algoritmo de inserción mantiene dos sub arreglos en el arreglo original: un arreglo desordenado y otro desordenado. El algoritmo funciona de la siguiente manera: Se toma el primer elemento del arreglo desordenado y se compara con cada uno de los elementos del arreglo desordenado, si el elemento es mayor entonces se realiza un intercambio de posiciones. De otra manera se mantiene en su lugar. Este procedimiento se repite veces ,donde es la longitud del arreglo a ordenar [19].Tal comportamiento queda reflejado en el pseudocódigo de la figura 1.

**INSERTION-SORT (A)**

1 **for** j = 2 to A.length

2 key = A[J]

3 i = j - 1

4 **while** i > 0 **and** A[i] > key

5 A[i + 1] = A[i]

6 i = i - 1

7 A[i + 1] = key

Figura 1. Algoritmo Insertion-Sort.

## Algoritmo de selección

El algoritmo de selección funciona de la siguiente manera: el primer elemento del arreglo se selecciona para compararse con todos los elementos restantes, si el elemento seleccionado es más grande que el elemento más pequeño, se intercambia la posición de los dos elementos, por lo tanto, en la primera iteración el elemento más pequeño se coloca en la primera posición del arreglo. Después, se repite el mismo procedimiento con los n – 1 elementos restantes hasta conseguir un arreglo ordenado [20]. El algoritmo de selección se muestra como seudocódigo en la figura 2.

**SELECTION-SORT (A)**

1 **for** j = 1 **to** n – 1

2 min = j

3 **for** i = j + 1 **to** n

4 if A[i] < A[min]

5 min = i

6 swap (A[j], A[min])

Figura 2. Algoritmo Selection-Sort.

## Algoritmo de ordenamiento por montículos

El ordenamiento por montículos es un árbol binario completo que satisface una condición, la condición de montículo. Existen dos tipos de montículos: mínimo y máximo. El montículo mínimo contiene el valor más pequeño en el nodo raíz y el montículo máximo contiene el valor más grande [21].

El algoritmo heapsort mostrando en la figura 3 funciona de la siguiente manera: primero, se empieza construyendo un montículo máximo con la entrada de un arreglo . Como es el elemento de valor más grande se cambia a su posición final y se descarta del montículo decrementando la variable A.heap-size que representa el tamaño del montículo. La nueva raíz puede no cumplir con la condición del montículo, por tal razón se llama a la función MAX-HEAPIFY(A,1), la cual construye un montículo máximo A[1]. El procedimiento se repite hasta lograr un montículo de tamaño 2 [4].

**HEAPSORT** **(A)**

1 BUILD-MAX-HEAP (A)

2 **for** i = A.length **downto** 2

3 exchange A[1] with A[i]

4 A.heapSize = A.heapSize - 1

5 MAX-HEAPIFY (A,1)

Figura 3. Algoritmo Heapsort.

**BUILD-MAX-HEAP (A)**

1 A.heapSize = A.length

2 **for** i = A.length/2 **downto** 1

3 MAX-HEAPIFY(A,i)

Figura 4. Subfunción BUILD-MAX-HEAP.

**MAX-HEAPIFY(A,i)**

1 l = 2i

2 r = 2i + 1

3 **if** l ≤ A.heapSize **and** A[l] > A[i]

4 largest = l

5 **else** largest = i

6 **if** r ≤ A.heapSize **and** A[r] > A[largest]

7 largest = r

8 **if** largest i

9 exchange A[i] with A[largest]

10 **MAX-HEAPIFY**(A,largest)

Figura 5. Subfunción MAX-HEAPIFY.

## Ordenamiento de burbuja

El algoritmo funciona analizando un arreglo de elementos de izquierda a derecha. Se compara cada par de elementos adyacentes y se intercambian si el elemento de la izquierda es mayor que el de la derecha. El algoritmo realiza este proceso continuamente has que pasa por el arreglo de elementos sin realizar ninguna operación de intercambio, esto significa que todos los elementos del arreglo han sido ordenados [22].

**BUBBLE-SORT(A)**

1 **for** i = A.length - 1 **to** 0

2 **for** j = 1 **to** i

3 if (A[j - 1] > A[j])

4 swap (A[j - 1], A[j])

Figura 6. Algoritmo Bubble Sort.

# Pruebas y resultados

Con el objetivo de obtener el rendimiento en términos de latencia y recursos de hardware del FPGA como Flip-flops y Lookup tables, se establecieron las siguientes condiciones.

* Se modelaron en lenguaje C.
* Se eligió la tarjeta de desarrollo Nexys 4 Artix-7.
* Se usó la herramienta Vivado-HLS versión 2016.1 con las opciones de optimización desactivadas.

En la tabla 1 se muestran los resultados de síntesis de los distintos algoritmos de ordenamiento presentados en este trabajo, se observa que el algoritmo de inserción obtuvo los mejores resultados en los parámetros previamente mencionados.

Tabla 1. Rendimiento de algoritmos de ordenación

|  |  |  |  |
| --- | --- | --- | --- |
| Algoritmo | Latencia | FF | LUT |
| Selection sort | 18143 | 740 | 1558 |
| Insertion sort | 6722 | 167 | 141 |
| Bubble sort | 22657 | 610 | 973 |
| Heap sort | 55994 | 1295 | 2254 |

# Conclusiones

El ordenamiento es una importante operación para una gran cantidad de aplicaciones y puede ser la parte crucial para el rendimiento general de un sistema. En este artículo se realizó la síntesis de 4 algoritmos de ordenamiento utilizando Vivado HLS. Se encontró que el algoritmo de inserción presenta mejores resultados en términos de latencia y recursos de hardware de un FPGA, por lo tanto, desde un punto de vista de implementación, es el mejor candidato para ser incorporado en sistemas que utilicen algoritmos de ordenamiento como el detector Near-ML. Como futuro trabajo se pueden aplicar técnicas de optimización con el fin de reducir complejidad, recursos consumidos y latencia del algoritmo de ordenamiento.
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