## History

As with most technologies (Arthur [2011](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)), the roots of the Internet go back a long way, mostly to the post-World War II era, but in some respects to the late 1930s.[5](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) The evolution of the network to date can be summarised in terms of two main phases: its development from a military experiment to a civilian utility, and the commercialisation of the network.

## Phase one: from military experiment to civilian utility (1967–1995)

### Pre-history: 1956–1966

That the Internet owes its existence to the Cold War is well known. But, as ever, retrospective generalisation glosses over a more complicated story.

The first strand of this concerns the doctrine of ‘mutual assured destruction’ (MAD) which governed the nuclear stand-off between the United States and the Soviet Union. MAD supposedly ensured national security by guaranteeing that if one side launched a nuclear attack, the other would retaliate in (devastating) kind. There was, however, one apparent flaw in the logic, in that the doctrine could give an advantage to the aggressor if his pre-emptive strike was so devastating that it rendered the enemy's command-and-control system inoperative, thereby making it impossible to retaliate.

There was therefore an urgent need to design a communications system capable of surviving a devastating thermonuclear attack. This challenge was taken up by a researcher in the RAND Corporation, Paul Baran, who came up with a design for a mesh network based on high levels of link redundancy and a digital communications technology called packet switching (Hafner and Lyon [1996](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 51).[6](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) At a time when communications networks were almost exclusively analogue and based on circuit switching, these were radical ideas. Baran worked out a detailed design for a network based on these principles, but for various bureaucratic and other reasons, a prototype network was never built, and the trail apparently went cold.

It transpired, however, that Baran was not the only person to come up with the packet switching idea. In the UK's National Physical Laboratory, Donald Davies was seeking to create a new kind of communications network for purely civilian applications. He sought to exploit the advantages of digital switches to enable responsive, interactive time-shared computing over large distances and realised that the circuit switching technology of the analogue telephone system was not adequate for this task (Hafner and Lyon [1996](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 66). So Davies independently conceived the idea of packet switching as a means of achieving his goal.

The second strand of the story opens with the Soviet Union's successful launch of the Sputnik satellite in October 1957, an event that profoundly shocked the US defence establishment and led to the setting up of the Advanced Research Projects Agency (ARPA) within the Department of Defense. Early in its organisational life, ARPA morphed into the agency within the Pentagon that funded advanced, ‘blue-skies’ research which could have military applications. In due course, ARPA found itself funding the purchase, operation, and maintenance of at least a dozen (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 45) expensive mainframe computers for the various university departments and institutes which held research contracts from the agency. The problem was that these machines were incompatible with one another, and therefore could not function as shared resources for the community of ARPA-funded researchers across the US (Hafner and Lyon [1996](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 41). From this came the idea, and the funding, for a network that would enable these valuable resources to be shared. ARPANET (Advanced Research Projects Agency Network) was the result.

### The ARPANET: 1967–1972

The idea of a ‘resource-sharing’ network first emerged in ARPA in 1966 (Naughton [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 84). Design work, conducted in a collegial style (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 56) unusual in the defence industry, then proceeded over the next two years. The contract to build the network was awarded in early 1969 to Bolt, Beranek and Newman, a Boston-based consultancy firm with strong links to MIT.

The technological and conceptual challenges that faced the network's designers have long been obliterated by the omniscience of hindsight, but they were formidable. Given that the network was supposed to facilitate the sharing of expensive and scarce resources, namely the mainframe computers that ARPA had funded in various research centres across the country, a key obstacle to overcome was the fact that these machines were incompatible with one another. For each of them to participate in a network would require the creation of complex, customised networking software which would enable each machine to communicate with every other machine on the system. In the end, this problem was not so much solved as side-stepped: it was decided to build a ‘sub-net’ of identical minicomputers (which came to be called ‘interface message processors’ or IMPs) each linked to a single mainframe ‘host’. In that way the task of writing networking software for a host was greatly reduced: it would simply have to communicate with a single machine – the IMP assigned to it.

Given the technical challenges implicit in the task, the ARPANET was built with astonishing speed. By 1972, the network was essentially complete; the 15 original sites were all connected and operational and a major public demonstration of the system was held in Washington, DC in the Autumn of that year (Hafner and Lyon [1996](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 176–186).

From the perspective of the present, three aspects of the ARPANET project stand out.

The first is that while it was a triumph of project management in the conventional sense, success was achieved in an unusually collegial way. This was sensible for several reasons: the network was intended to link high-profile researchers working in elite institutions, and such individuals are not easily herded, plus it made sense to harness the collective IQ of that community at every level, including that of graduate students. For that reason, for example, design of the central protocols of the network was entrusted to a Network Working Group that largely consisted of students. In this way was established the collaborative ethos that has been an important feature of Internet technical development up to the present day.[8](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

Secondly, the ARPANET provides an interesting case study in the extent to which technologies are socially shaped. In this case, the shaping was done by the network's users, first of all because many of them were actively involved in the design of the network and therefore they were both designers and ‘customers’, that is, users. And in the latter capacity, they sprang some major surprises on ARPA managers. The network was intended to be a facility for resource-sharing, but it transpired that it was not much used for this original purpose. Instead, its users employed it mostly for communicating with one another, sharing files and software, and for sending and receiving email (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 108). In that sense, the community of users came up with a new conception of what ‘networking’ meant – not so much the sharing of *machines* as the linking of *people*. As Abbate puts it, ‘Increasingly people within and outside the ARPA community would come to see the ARPANET not as a computing system but rather as a communications system’ (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 111). Given the technical sophistication of the network's users, it is also not surprising that they were vocal in their demands for system modification and innovation. But while many user tweaks were ‘encouraged or at least tolerated’ by ARPA, the agency did not always welcome users’ attempts to steer the evolution of the system (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 93). Its reluctance in this respect may not have been due to hierarchical reflexes so much as the need to reassure Congress that the network was not a publicly funded experiment in computer science, but an administrative tool useful for military and defence purposes.

Thirdly, although the ARPANET was based on the packet switching technology that characterises the modern Internet, it was a *unitary* network: the subnet of identical, centrally managed IMPs constituted the core of the system. And the network was owned and administered by a single entity – ARPA. So although the ARPANET was the precursor of what came later, it differed in significant ways from its successors.

### Development of the TCP/IP-based ‘internetwork’: 1973–1983

During and after the construction of the ARPANET, other significant developments in networking technology were under way. At the University of Hawaii, researchers had built ALOHA – a packet-switched network that operated, not over leased telephone lines, as ARPANET did, but via radio. Within ARPA, it was decided to build on this work by creating a packet-switched radio network (named PRNET) in the San Francisco area. The motivation for this was obvious: ARPA was part of the US Department of Defense and its planners were interested in the potential of packet switching for command-and-control in battlefield conditions. The agency had also begun to experiment with using the technology in satellite communications, for example, for linking seismic monitoring stations in Scandinavia (established to monitor Soviet nuclear testing) with the US, via a network which was christened SATNET.

By the early to mid-1970s, therefore, ARPA found itself running three separate ‘experimental’ networks – ARPANET, PRNET, and SATNET – all of which used packet switching technology, but in different ways. An obvious next step was to see whether a method for ‘internetworking’ them, so that they functioned as an apparently seamless whole, could be developed.

The ‘internetworking’ project began in late 1973. A key challenge for the designers of the new system was to find a way of transitioning from a unitary network like ARPANET to something that could incorporate a variety of different networks that were owned and operated by independent organisations and entities. From a technical point of view, there were various ways of achieving this goal. One was to allow networks wishing to join the new ‘internetwork’ to retain their existing protocols and simply construct ‘gateway’ computers that would translate those into a common set of conventions. The other was to require that all candidate networks adopted a new set of protocols, which would become the *lingua franca* of the new overarching network (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 128).

In the end, the second option was adopted, and a suite of interlocking protocols centred on two new ones – TCP and IP – evolved. In this way TCP/IP became the cornerstone of the new ‘network of networks’. The great advantage of this approach was that implicit in it was the possibility of organic growth: as long as a given network ‘spoke’ TCP/IP (as it were) it was free to join the Internet. And because the system was not owned or controlled by anybody (unlike the ARPANET), there were no gatekeepers to control admission to it.

But the potential for organic growth was not the only affordance implicit in the TCP/IP architecture. The designers also faced the puzzle of how to create a network that would be as future-proof as possible, that is, one that could cope with applications that had not been anticipated by the designers. Their solution was to design a system that was not optimised for any particular application (in contrast to, say, the analogue telephone network, which had been optimised for voice calls but proved inadequate for computer-to-computer communication). The Internet, concluded its designers, should do only one thing: it should take in data packets at one end and do its best to deliver them to their destination. It would be entirely agnostic about the contents or purpose of the packets. In this way, all of the ingenuity would be left to users of the network. If someone had an idea that could be realised using data packets, then the Internet would do it for them with no questions asked.[9](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

This philosophy – of leaving innovation to the edges of the network – had profound implications. As Van Schewick ([2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) describes it, the TCP/IP design created an architecture for ‘permissionless innovation’ which enabled the explosion of disruptive creativity that is perhaps the most distinctive feature of the Internet.

As the new network took shape, the ARPANET continued to operate alongside it. But because it was no longer an experimental facility, ARPA began to look for a new owner for it. It was first offered to AT&T, the national regulated telephone monopoly, but the company turned it down (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 135). In 1975, the agency transferred operational responsibility for the network to the Defense Communications Agency (DCA) which provided communications services for the US armed forces. This had predictable effects: it began the process of reorienting the network away from its original research focus and towards military applications; it inevitably led to tensions between the military mindset and the more freewheeling ethos of the research community; and it also led to heightened concerns about computer security and access controls.

While this was happening, the Internet project was gathering pace and the TCP/IP family of protocols was being finalised. The imperative was to extend adoption of the new protocols to the point where network effects came into operation. This turned out to be more difficult than anticipated: many nodes were reluctant to devote the necessary resources to configure their operations around the new protocols. It was at this point that DCA management of the ARPANET was to prove decisive. In March 1981, the Pentagon announced that all ARPANET hosts would be required to adopt TCP/IP by January 1983. Not all sites were able to meet the deadline, but by the middle of 1983, every ARPANET host was running TCP/IP (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 142), which is why we can say that 1983 marks the beginning of the Internet that we use today.

A few months before that, however, DCA concern about the security of the network had led to a decision to split it into civilian and military domains. From October 1982, one domain – the ARPANET – would continue as a research enterprise; the other – labelled MILNET – would henceforth be entirely devoted to military communications. The switchover was implemented in April 1983.

### Transition from a military/research network to a ‘civilian’ one: 1983–1995

The creation of the MILNET domain meant that ARPANET returned to being a research-focused network dominated by universities and research institutions, so the breach was an essential first step towards achieving ARPA's goal of transferring the network to civilian control. The second step was to take measures to foster the dissemination of TCP/IP technology within the computer industry. To that end, ARPA funded various operators to create TCP implementations for various operating systems (notably Unix[10](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) and launched a $20m fund to help computer manufacturers implement TCP/IP software on their machines (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 143). So by 1990, TCP/IP was available for most computers, at least in the US market.

Until the end of the 1970s, access to the developing Internet was restricted to those working in a relatively small number of institutions which held research contracts from ARPA. As computer science became an accepted academic discipline in universities, the exclusiveness of the ARPANET/Internet club was increasingly perceived as irritating and dysfunctional. This led the US National Science Foundation (NSF) to fund the creation of the Computer Science Network (CSNET) in the early 1980s. After an initial hiccup, it was decided CSNET would use the TCP/IP protocols, which meant that a connection between CSNET and ARPANET was feasible and so, at a stroke, the community of networked computer scientists was significantly expanded. While access to ARPANET was only granted to researchers funded by the agency, membership of CSNET was open to computer scientists in any institution willing to pay the annual subscription (although *commercial use* of the network was prohibited under the NSF's ‘acceptable use’ policy). The result was that the network began to grow at a faster rate – from 2000 host computers in 1985, to 185,000 in October 1989, and 1,776,000 in July 1993.[11](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

CSNET turned out to be just the first step in the NSF's involvement in networking. In mid-1984, the foundation began funding the establishment of several new supercomputing centres around the US. To make these available to the widest possible community of researchers, a national network was required. The original idea was for a network – NFSNET – linking the centres that would form the ‘backbone’ of a wider academic network, but in 1998, an agreement was reached to use the ARPANET as the (temporary) backbone of the new network while it was being built. With this decision the Internet became ‘a civilian network in all but name’ (Abbate [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 194). It transpired, however, that the ageing ARPANET proved inadequate as a backbone for a rapidly expanding national network, and so in the end a swap was done, with NFSNET becoming the backbone for the ARPANET.

On 28 February 1990, the ARPANET was officially decommissioned; the era of formal military involvement in the operation of the Internet had ended. That still left open the question of how the network should be funded in the coming decades. Should it remain a publicly funded operation, with the NSF using taxpayers’ dollars to pay the costs? Among the arguments against this was that it implied a continuation of the rule that the network could not be used for commercial purposes – which would preclude the exploitation of the economic potential of the technology. In the end, the NSF decided that the only way to allow commercial use of the Net would be to privatise it – to take it off the government's books.

And this is in fact what happened. In 1994, the NSF implemented a plan to allow Internet service to be taken over by commercial companies known as ‘Internet Service Providers’ (ISPs), each of which would operate its own backbone, enabling the old NSF backbone to be decommissioned. Customers would connect to one of the companies’ backbones, and the ISPs would operate a set of gateways at which a number of ISPs could interconnect their systems, allowing traffic to pass smoothly from one network to another, giving end users the illusion of interacting with a seamless, unitary system. What this also implied, though, was that the network was ‘open for business’.

The process by which the network was privatised was a critical determinant of how the Internet evolved, and it has been largely obscured by the Whig interpretation of the network's history. But there was nothing preordained about the transition. The eventual outcome of the NSF's handover of the network to private interests was a product of judgement, foresight, consultation, political astuteness, luck, and timing.

A full account of the process lies beyond the scope of this paper, so a single illustration must suffice. One of the key questions facing the NSF administrators was: what kinds of commercial entities should run the network's backbone? A decade or so earlier, the answer would almost certainly have been AT&T, the regulated telephone monopoly. In 1991–1992, when the actual decision had to be made, an equally plausible candidate might have been IBM (and indeed IBM saw itself precisely in that frame). The attractions for replacing a unitary public service provider (NSF) with a single commercial provider, were obvious in terms of continuity, stability, and order. But giving a single organisation such a degree of control over the network would violate its fundamental design axioms. It was therefore important to ensure that a number of competing ISPs should run the backbone. But that raised the question of how these organisations would co-operate in such a way that the illusion of a seamless network would be maintained. The ISPs proposed a solution: the Commercial Internet Exchange – essentially a router that took traffic from a number of competing ISPs who had agreed to pass data traffic between their networks (Greenstein [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 80). Since each exchange was funded by a flat-rate subscription from its members, data exchange between them was effectively free, rather than being metered by volume. This ‘peering’ system[13](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) became the predominant model for interconnection and evolved to become a central component of the network's infrastructure. But in order to make it feasible in 1992, a small yet significant amendment to the NSF's Charter had to be made – and this was achieved by a Bill, sponsored by a Virginia Congressman, Rick Boucher. The point of this story is simple: there is nothing preordained about technological development.

## Phase two: the commercial Internet (1995–present)

### The first Internet boom: 1995–2000

In the 1980s, ‘cyberspace’ – the term coined by the novelist William Gibson to describe the virtual world behind the computer screen (Gibson [1984](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) – was an unusual space. It was essentially a geek preserve, with a social ethos that was communal, libertarian, collaborative, occasionally raucous, anti-establishment and rich in debate and discussion (see Hauben and Hauben [1997](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). It had no commerce, no hierarchies, no crime and no spam, and in general it was populated by people who either knew one another, or at least knew others’ institutional affiliations. In that sense, cyberspace and the so-called real world existed as parallel universes. Most people outside of the magic circle had no knowledge of the network – and even if they did, they would have found it difficult to gain admission to it.

Two developments eroded the distinction between the two universes and caused them gradually to merge. The first was the commercialisation of the network achieved by the NSF's decision to hand the backbone over to ISPs. This meant that lay people could now access the network – generally via slow dial-up connections. The second development was the arrival of the network's second ‘killer application’[14](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) – the World Wide Web.

The Web was the creation of a single individual – the physicist and computer scientist Tim Berners-Lee, who was employed in the late 1980s and early 1990s at CERN, the multinational particle-research laboratory located just outside Geneva in Switzerland. The underlying idea was to develop a way of publishing, locating, and retrieving documents stored on Internet servers across the world, something that would be useful for a large international laboratory like CERN, which had large numbers of visiting physicists and a perennial problem with document control. Berners-Lee's idea was to take an established technology called ‘hypertext’ – software which created documents with extensive cross-referencing between related sections of text and associated graphics (Naughton [1999](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 220) – and make it work across the Internet. In a remarkable burst of creativity at the end of 1990, Berners-Lee created a working prototype of what he dubbed the ‘WorldWideWeb’, in three months (Berners-Lee [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 30–32).

The prototype, however, did not generate much excitement at CERN, save among a small group of enthusiasts led by Berners-Lee's colleague, Robert Cailliau (Berners-Lee [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 48; Gillies and Cailliau [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 201). Most people did not see the potential of the Web at the beginning. With hindsight, this seems surprising, but in fact it is perfectly plausible when one remembers the context in which the technology first appeared. As Gillies and Cailliau put it:

CERN's management was wary of committing resources to projects outside the laboratory's core area of physics research. The new LHC accelerator was not yet approved by the laboratory's member states, the Americans were planning to build a similar machine, and management's main priority was convincing member state governments that Europe really did need another million-dollar atom smasher. They were keen to be seen to be spending the taxpayers’ money wisely, and pumping resources into what they saw as no more than an interesting curiosity did not look like the way to do it. ([2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 201)

From virtually the outset of the project, Berners-Lee had been posting documentation on the project on CERN's Internet server (info.cern.ch). In March 1991, he released the code to a selected number of CERN colleagues who were using NeXT workstations (Berners-Lee [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 50). In August, having obtained agreement from CERN management that the laboratory had no interest in retaining the IP rights to the software, he uploaded to info.cern.ch the program he had written to run the Web on NeXT machines, plus the code for a simple line-mode (i.e. text) browser and for a generic web server, and posted a note drawing attention to this in alt.hypertext, the Internet discussion group for researchers working on hypertext. Shortly afterwards, he opened a public Telnet server[15](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) on info.cern.ch which would enable anyone to dial-in and use the browser installed on the CERN machine. This had the advantage of allowing people who were not in a position to install the Web software on their own machines to experiment with it.

Despite all this, dissemination of the Web in 1991–1992 was slow and remained so until the spring of 1993, when Marc Andreessen and Eric Bina, then working at the National Center for Supercomputer Applications (NCSA) at the University of Illinois at Urbana-Champaign, released *Mosaic*, a browser they had written for the Web. Although *Mosaic* was not the first graphical browser, it was the first one to display graphics inline (i.e. as an integral component of a page, rather than in a separate window).

The launch of *Mosaic* was a landmark moment in the evolution of both the Web and the Internet. It provided a dramatic illustration of the Web's potential for both publication and commerce. It opened up the possibility that the Web could be an entertainment medium. And because one needed access to the Internet in order to use the Web, *Mosaic* triggered a sudden surge in the demand for Internet connections among the general public. One source claims that in 1993, traffic on the nascent World Wide Web increased by over 300,000% (Cassidy [2002](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 57).

Andreessen left Illinois in 1994 to join with the technology entrepreneur Jim Clark in order to set up Netscape, the first company founded expressly to exploit the Web commercially. The company's first product was a browser, *Netscape Navigator*, which although resembling *Mosaic* in many respects, had been coded from scratch to avoid intellectual property disputes with the NCSA. *Navigator* rapidly became the dominant browser in the nascent market, partly because versions of it were available for a range of computer systems, including the IBM PC.

On 9 August 1995, the Netscape corporation filed for an Initial Public Offering (IPO). The stock was priced at $28 a share. In the first day of trading, the price peaked at $75 before eventually closing at just over $58, a price that valued the year-old company at $2.9 billion.

Netscape's extraordinary IPO triggered intense speculative interest in the Internet and paved the way for the first Internet boom, an extraordinary outbreak of what the economist Robert Schiller dubbed ‘irrational exuberance’ (Schiller [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)), and which was later christened the ‘dot-com bubble’.[16](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) What fuelled the mania was speculative interest in the stock market valuation of a multitude of Web-based companies (‘dot-coms’) which materialised following Netscape's extraordinary debut, and which was amplified by the activities of fund managers, stock analysts, journalists, and pundits. As one sceptical observer put it, what really happened was that ‘Wall Street moved West’ (Keen [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

The core business model of these fledgling companies was the idea of harnessing the network effects implicit in the rapid growth of consumer interest in the Internet, in order to obtain a dominant market share in a range of sectors.[17](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) At the height of the frenzy, dot-com companies with few customers, little (sometimes no) revenues and few employees, briefly enjoyed stock market valuations greater than those of long-established companies with significant revenues and thousands of employees.

The boom followed the traditional pattern of speculative manias through the centuries and, eventually, in March 2000, the bubble burst. In just over a month, the total market capitalisation of companies on the NASDAQ exchange fell from $6.71 trillion to $5.78 trillion (Geier [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). In other words, nearly a trillion dollars in value had been obliterated. And fewer than half of the dot-coms founded in the boom survived the crash (Goldfarb, Kirsch, and Miller [2007](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

In the disillusionment that followed, many people drew the conclusion that the Internet phenomenon was overblown. This was understandable, but misconceived. If the first Internet bubble showed anything (other than the perennial gullibility of humans) it was that expectations can sometimes run far ahead of technological, and economic, reality. The truth is that in the last decade of the twentieth century, the Internet was still not a technology mature enough to bear the weight of the (feverish) expectations of dot-com investors.

At that time, for example, only an estimated 413m people – 6.7% of the global population – had access to the Net.[18](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) Most of them connected to the network via slow, noisy, and low-bandwidth dial-up lines. There was virtually no wireless networking outside of research labs, and very few people had persistent IP addresses. Most mobile phones did not connect to the network, and the few that did, connected via very limited WAP connections. There was very little ‘cloud’ computing. Given these realities, the Internet of the late 1990s was very much an immature technology.

The most paradoxical aspect of the first Internet boom however, is that the bubble created much of the technological infrastructure necessary to hasten the maturation of the network. When the bubble began to inflate, some canny observers quoted the old maxim of the Californian Gold Rush of the 1850s: that the people who made most money in California were not the miners or those who panned for gold, but the merchants who sold them pickaxes and shovels. The modern embodiments of those merchants were the telecommunications companies which, in the 1990s, invested heavily in building large fibre-optic cable networks and server farms to service the ‘new’ economy that was apparently coming into being. When the bubble burst, these companies were left with apparently unwanted assets, and some went bankrupt. But the infrastructure that they had built remained, and indeed turned out to be critical in enabling what came next. As the economist J. Bradford DeLong put it, ‘Investors lost their money. We now get to use all their stuff. What got built wasn't profitable, but a large chunk of it will be very useful’ (DeLong [2003](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

And this is an old story. DeLong points out, for example, that the ‘railway mania’ of the nineteenth century lost investors a lot of money, but the extent of the railway network that was the product of the frenzy enabled completely new industries to be built.

Americans and the American economy benefited enormously from the resulting network of railroad tracks that stretched from sea to shining sea. For a curious thing happened as railroad bankruptcies and price wars put steady downward pressure on shipping prices and slashed rail freight and passenger rates across the country: New industries sprang up.

Consider, for example, the old Montgomery Ward and Sears Roebuck catalogs. Sears and Montgomery Ward discovered at the end of the 19th century that the cost of shipping consumer goods to rural America was no longer a competitive burden.

Mail a catalog to every household in the country. Offer them big-city goods at near big-city discounts. Rake in the money from satisfied customers. For two generations this business model – call it the ‘railroad services’ business model – was a license to print money, made possible only by the gross overbuilding of railroads, the resulting collapse of freight rates, and the fact that railroad investors had had to kiss nearly all their money good-bye. Their pain was outweighed by the gain to American consumers and manufacturers, who could now order and ship goods essentially free. The irrational exuberance of the late 1800s made the railroads a money-losing industry – and a wealth-creating industry. The more money investors lost through overbuilding, the lower freight rates became, and the more railroads belched out wealth for everybody else.[19](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

Profits, in other words, are not the same thing as social value. And so it proved with the Internet.

### ‘Web 2.0’: 2000–2003

The Web was originally conceived as a means of sharing information among particle physicists who were scattered across the world. Since most of that information was in the form of documents, the design was therefore for a system that would make it possible to format these documents in a standardised way, publish them online, and make them easy to access. So the first ‘release’ of the Web (to use a software term) created a worldwide repository of linked, static documents held on servers distributed across the Internet.

Given that it was intended as a system for academic researchers, the original Web design was probably fit for purpose in its first two years. But once the *Mosaic* browser appeared in 1993 and the commercial possibilities of the technology became obvious to the corporate world, the limitations of the original concept began to grate. The early Web did not make provisions for images, for example. And it was a one-way, read-only medium with no mechanism for enabling people to interact with web pages, which meant that it was unsuitable for e-commerce. There was no way for users to talk back to authors or publishers; no way to change or personalise web pages; no way to find other readers of the same page; and no way to share or collaborate over the Web.

From 1993 onwards therefore, there was a steady accretion of innovative technologies designed to extend Berners-Lee's creation and to overcome some of its perceived limitations. The main driver behind this was e-commerce, which desperately needed to transform the Web into a medium that facilitated transactions.

In order to make transactions possible, a whole range of problems had to be solved. For example, ways had to be found to allow interactivity between browsers and servers; to facilitate personalisation of web content; and to overcome the problem that the [httpprotocol](http://httpprotocol) was both insecure (in that communications between browser and server could be intercepted and monitored by third parties) and stateless (i.e. unable to support multistep transactions).

In time, solutions to these problems emerged in the forms of: ‘cookies’; HTTPS (an encrypted version of the basic [httpprotocol](http://httpprotocol)); the evolution of browsers with capabilities added by specialised ‘plug-ins’ which enabled them to handle audio and video and other kinds of file; and, eventually, JavaScript, which effectively turned web pages into small virtual machines. Many of these technologies had an ad hoc feel to them, which was hardly surprising, given that they had been grafted onto a system rather than being designed into it. But they nevertheless proved extraordinarily powerful in supporting the dramatic expansion of the Web from 1995 onwards.

In pondering the Web 1.0 enterprises that had survived the crash, and the new ones that had arisen afterwards, it became clear that they had several important features in common, an observation which eventually led to them being dubbed ‘Web 2.0’ by one prominent observer of the technology (O'Reilly [2005](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). One of these features was that they harnessed the collective intelligence available on the Web, either via software such as Google's PageRank algorithm (which ranks web pages using a kind of automated peer-review) or by exploiting the willingness of users to engage with the enterprise (as, for example, in Amazon's utilisation of product reviews by customers). Another example of collective intelligence at work was Wikipedia – an enterprise made possible by Ward Cunningham's invention of the ‘wiki’ – a web page that could be edited by anyone who read it (see Naughton [2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 95). Cunningham's software transformed the Web from a one-way, read-only medium, into what Tim Berners-Lee later called the ‘read–write Web’.

A second distinguishing feature of the ‘new’ Web was ‘user-generated content’ or ‘peer production’ – that is, material created and published freely by people who do it for no apparent economic motive (Benkler [2007](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

Another distinctive feature of the ‘new’ Web was that many of the emerging services on it were dynamically interconnected by means of software tools like the syndication tool RSS and Application Programming Interfaces (APIs). The latter provide the ‘hooks’ on which other pieces of software can hang. What was distinctive about some of the web services that evolved after 1999 was that they used APIs to specify how entire web services could work together. A typical example is the API published by Google for its Maps service. This made it possible for people to create other services – called ‘mashups’ – which linked Google Maps with other Internet-accessible data sources.

Fourthly, many of the new Web services were distinctive by never being ‘finished’ – by being in what programmers would call a ‘perpetual Beta’ stage. This intrinsic, experimental ethos of the emerging Web was exemplified by the Google search engine which, when it launched, and for a considerable time afterwards, carried the subscript ‘BETA’. What was significant about this was that it signalled its designers’ philosophy of regarding their web-based service as a work in progress – subject to continual and sometimes rapid change – rather than as something fixed and immutable. What made this possible of course, was the fact that it was a cloud-based service, so every user's version of the software could be upgraded at a stroke, and without any effort on their part, beyond occasionally upgrading their browser software or installing some (free) plug-ins designed to take advantage of whatever new features Google had decided to add.

A final distinguishing characteristic of the post-1999 Web was that the enterprises and services that were becoming dominant were effectively using the Web as a programming *platform*. So while the Internet was the platform on which Web 1.0 was built, Web 1.0 in turn became the platform on which the iconic services of Web 2.0 were constructed. This was made possible firstly by the fact that the Web provided a common standard, and secondly by the fact that if a service was provided via the http protocol, it could bypass the firewalls used by organisations to prevent unauthorised intrusions (since most firewalls were programmed to allow ‘web pages’ to pass through).

### Mobile connectivity, surveillance, cybercrime, corporate power, changing patterns of use and their implications: (2004–present)

The most recent phase in the evolution of the Internet has been characterised by significant changes in the ways that people access and use the network and by the ways in which the infrastructure of the network has evolved to cope with these changes.

A comprehensive survey of these developments is beyond the scope of this paper, so an outline of some of the more significant will have to suffice. Of these, the most prominent are: the rise of mobile connectivity; the rapid expansion of so-called social media; pervasive surveillance by both state and commercial entities; increase of the power and influence wielded by a small number of large technology companies and consolidation of their grip on the network; increases in cybercrime; the possibility of ‘Balkanisation’ of the network; changes in patterns of media consumption; and the emergence of new intermediaries like Uber, Airbnb, and Coursera which use the network as a platform on which to run businesses that are potentially very disruptive to incumbents.

#### Mobile connectivity

In many respects, the most significant moment in the recent history of the Internet was the arrival of the ‘smartphone’ – i.e. a mobile phone that can access the Internet – in 2007.[20](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) Adoption of smartphones (and related mobile devices, like tablet computers) has increased rapidly, to the point where it is clear that most of the next few billion Internet users, mostly from developing countries, will access the network via a smartphone (Schmidt and Cohen [2008](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). The implications of this development are profound.[21](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) On the one hand, access to the network – and all the good things that could flow from that – will come within the reach of communities that have hitherto found themselves on the wrong side of the ‘digital divide’. On the other hand, ubiquitous mobile connectivity will increase further the power and influence of corporations over Internet users because of (i) the latter's dependence on companies for both connectivity and content, and (ii) mobile devices’ dependence on cloud computing resources for much of their functionality.

#### Social media

Online social networking services[22](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) have quite a venerable pedigree in Internet terms (see Naughton [2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 98–101), but in the last few years the market has been dominated by Facebook (founded in 2004), LinkedIn (2003) and Twitter (2006). Of these, Facebook is by far the most dominant. As of Autumn 2015, it had 1.55 billion ‘monthly active users’, 90% of whom access the service from mobile devices (Abutaleb and Maan [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). Given that Facebook was the brainchild of a single individual, a Harvard sophomore, its current prominence is an impressive demonstration of the capacity of the Internet to enable ‘permissionless innovation’.

#### Pervasive surveillance

‘Surveillance is the business model of the Internet. We build systems that spy on people in exchange for services. Corporations call it marketing.’[23](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) This statement from a noted computer security expert is a hyperbolic way of encapsulating the symbiotic relationship between Internet users and companies. On the one hand, users clearly value online services like search and social networking, but they have traditionally been reluctant to pay for them; on the other hand, Internet companies wanted to ‘get big fast’ in order to harness network effects, and the quickest way to do that was to offer services for free. The business model that emerged from this symbiotic relationship is advertising-based: users agree that the service providers may gather data about them based on their online behaviour and use the resulting knowledge to target advertising at them, hence the trope that ‘if the service is free, then you are the product’.

Up to now, this surveillance-based model has worked well for the Googles and Facebooks of the online world. But its long-term sustainability is not assured; there are signs, for example, that users are becoming resistant to targeted advertising, and use of ad-blocking software is on the rise (Naughton [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

The last 15 years have also seen massive expansion in state surveillance of Internet and mobile communications, stimulated in large part by the ‘state of exception’ (Agamben [2005](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) necessitated by the so-called war on terror. There was probably a vague awareness among the general public that security and intelligence services were monitoring people's communications, but it took the revelations by the former National Security Agency (NSA) contractor, Edward Snowden, in 2013, to demonstrate the scale and intrusiveness of this surveillance.

Snowden's revelations have provoked much controversy, prompted a number of official inquiries (notably in the US and the UK) and the publication, in the UK, of a draft new Investigatory Powers Bill which is scheduled to become law before the end of 2016. At the time of writing, the Bill is on its passage through Parliament, but it seems unlikely that current surveillance practices will be abandoned, though oversight arrangements may change. And although public attitudes to covert surveillance seem to be culturally dependent, at least as measured by opinion polling, all the indications are that extensive surveillance of communications has become a fixture in liberal democracies, with unpredictable long-term consequences for privacy, human rights, and civil liberties.

#### Corporate power

Two aspects of ‘power’ are important in a networked world. One is the coercive, surveillance, and other power exercised by states. The other is that wielded by the handful of large digital corporations that has come to dominate the Internet over the last two decades. This raises a number of interrelated questions. What exactly is the nature of digital corporations’ power? How does it differ from the kinds of power wielded by large, non-digital companies? In what ways is it – or might it be – problematic? And are the legislative tools possessed by states for the regulation of corporate power, fit for purpose in a digital era?

The five companies – Apple, Google, Facebook, Yahoo, Amazon, and Microsoft – have acquired significant power and influence and play important roles in the everyday lives of billions of people. In three of these cases – Apple, Amazon, and Microsoft – the power they wield mostly takes a familiar form: market dominance in relatively conventional environments, those of retail commerce and computer software and/or hardware respectively. In that sense, their market dominance seems relatively unproblematic, at least in conceptual terms: all operate in well-understood market environments and in one case (Microsoft) antitrust legislation has been brought to bear on the company by both US and European regulators. So although the market power of the trio raises interesting legal and other questions, it does not appear to be conceptually challenging.

The same cannot be said, however, of the power wielded by ‘pure’ Internet companies like Google, Facebook (and to a lesser extent, Yahoo). Their power seems just as significant but is harder to conceptualise.

Take Google, for example. Between January 2012 and January 2015, its global market share never dropped below 87.72% (the lowest point, reached in October 2013). In Europe, its share is even higher: around 93%. The global market share of its nearest rival, Microsoft's Bing, in January 2015, was 4.53%.[24](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

This raises several questions. The first is whether such dominance results in – or might lead to – abuses of corporate power in ways that have become familiar since the 1890s in the United States, and for which legal remedies exist, at least in theory.

But there is another aspect of Google's power that raises a more puzzling question. It is posed by a ruling of the European Court of Justice in May 2014 in the so-called right to be forgotten case. The essence of the matter is that individuals within the European Union now have a legal right to petition Google to remove from its search results, links to online references to them that are in some way damaging or inaccurate. Such online references are not published by Google itself, and even if Google accedes to the requests, the offending references continue to be available online, so in that sense the phrase ‘right to be forgotten’ is misleading. All that happens is that they disappear from Google searches for the complained-of information. It would perhaps be more accurate, therefore, to describe this as *the right not to be found by Google searches*.

One could say, therefore, that Google has the power to render people or organisations invisible – to ‘disappear’ them, as it were. This effect may not be intentional, but it is nevertheless real. And the capacity to make that happen through what one might call ‘algorithmic airbrushing’ could be seen as analogous to a power which was hitherto the prerogative of dictatorships: to airbrush opponents from the public record. So this capacity to render people ‘invisible’ is clearly a kind of power. But what *kind* of power is it? Are there analytical or theoretical tools that would enable us to assess and measure it?

This is just one example of the uncharted territory that societies are now trying to navigate. Similar questions can be asked about Facebook's documented power to affect its users’ moods (Kramer, Guillory, and Hancock [2014](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) and to influence their voting behaviour (Bond et al. [2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

#### Cybercrime

The term ‘cybercrime’ covers a multitude of online misdeeds, from sophisticated attacks on government and corporate websites, to spam emails offering fake prizes. Its rise seems correlated – at least in countries like the UK – with a fall in reported offline crime. This might be a coincidence, but a more plausible hypothesis is that it reflects the reality that the chances of being apprehended and convicted for online crime are alarmingly low. There is general agreement that cybercrime is widespread and growing but few authoritative estimates of its real scale. (One estimate puts the annual global cost at €750 billion) (Global Economic Symposium [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). A study carried out in October 2014 reported that fully one half of Britons had experienced crime online, with offences ranging from identity theft and hacking to online abuse (‘Thieves in the Night’, *Economist*, [2014](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

As far as companies are concerned, cybercrime is a real and growing threat and one that is chronically under-reported. According to a 2014 study by PricewaterhouseCoopers, 69% of UK companies had experienced a cybersecurity ‘incident’ in the previous year, but an earlier government inquiry found that businesses reported only 2% of such incidents to police (‘Thieves in the Night’, *Economist*, [2014](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

The widespread public perception that cybercrime is carried out by opportunistic hackers is misguided. In fact, it is now a sophisticated global industry with its own underground economy, in which stolen personal and financial data are freely traded in covert online marketplaces. Stolen credit card details, for example, are available at prices in the £1 range in such marketplaces (Hern [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) and personally identifiable information, like social security numbers, fetch 10 times that (Greene [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). Stolen data fuel a range of criminal activities (phishing, hacking of corporate systems, extortion via denial-of-service attacks) which are supported by ‘a fully fledged infrastructure of malicious code writers, specialist web hosts, and individuals able to lease networks of many thousands of compromised computers to carry out automated attacks’ (Global Economic Symposium [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

Since cybercrime is now a global industry, effective measures to deal with it require a co-ordinated international response. Although in some areas (e.g. child pornography) law enforcement agencies have shown that such co-operation can work, arrangements for dealing more generally with cybercrime are slow and patchy. A solution to the problem lies some distance ahead in the future.

#### ‘Balkanisation’

Although the Internet has its origins in the US, from the outset it was conceived as a global network that transcended territorial boundaries.[25](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) As the network expanded however, tensions began to emerge between this ‘global’ network and local customs, culture, and laws. The kind of free expression protected by the First Amendment to the US Constitution, for example, was deemed unacceptable in other cultures. Over time, these tensions extended to clashes between local laws and the operating and commercial assumptions of US-based Internet companies. A classic example was the fact that Nazi memorabilia which were freely available on American websites could not legally be sold in France (BBC News [2000](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)).

Tensions between local jurisdictions determined to enforce their laws and cultural norms on the network have steadily increased over the last decade, leading to fears that the Internet would eventually be ‘Balkanised’, that is, split into locally controlled subnets. To a certain extent, this has already happened – for example, in China, which is now the largest Internet market in the world but where the government retains very tight and sophisticated control over the network (see e.g. King, Pan, and Roberts [2014](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). Other governments – notably those of Iran, the Russian Federation and some Middle-Eastern regimes – have also instituted increasingly tight control over use of the Internet by their citizens.

Until mid-2013, the momentum towards Balkanisation of the network was relatively modest. In 2013, however, revelations by the former NSA contractor, Edward Snowden, about the surveillance capability of US and allied governments, radically altered the picture. Snowden's revelations of the extent of US covert penetration and surveillance of network communications have provided authoritarian and quasi-democratic regimes with a convenient rationale for extending their control. And even in liberal democracies, the reassertion of local territorial rights has become more noticeable – as, for example, in the ‘Schrems’ judgment by the European Court of Justice (Court of Justice of the European Union [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)), which ruled invalid the ‘Safe Harbour’ agreement between the EU and the US, under which personal data of European citizens held by American Internet companies could be ‘exported’ to server farms in the continental US. As a result, US Internet companies like Microsoft have decided to hold European citizens’ data on server farms located in EU countries (Ahmed and Waters [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). So it is conceivable that a kind of *de-facto* Balkanisation is under way.

#### Changing patterns of media consumption

Since the Internet, in principle, enables anyone with a network connection to become a global publisher, it was seen at the outset as a radically different kind of medium from the *mass* media which had dominated the print and broadcast world. Whereas those earlier media were *few-to-many* systems, the Internet could be a *many-to-many* medium; its users could be *active* creators of content, rather than *passive* consumers of content created by others (see Benkler [2007](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). But as the network has evolved to connect billions of users, this early vision of its potential as a communications medium has been tempered by experience. Analysis of data traffic on the network suggests that the kind of passive consumption that characterised the broadcast era is returning. On North American landline connections, for example, Netflix – a movie-streaming service – accounts for 36.5% of downstream traffic in the peak evening hours (Deeth [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). The network still offers great creative opportunities for its users, but the odds of it turning into ‘billion-channel TV’ may be shortening.

#### Changes in network infrastructure

In 1995, an estimated 16m people worldwide had access to the Internet. The current number of users is estimated to be in the region of 3.5 billion.[26](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) In 1995, all users accessed the network via fixed-line connections; currently over half of all users access it via mobile devices.[27](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) And most of the applications that are popular with contemporary users did not exist – and indeed would not have been feasible – on the network as it was in 1995. The remarkable thing about the Internet is that, while its infrastructure has had to evolve radically over those two decades to meet the ever-changing demands of its users, it still remains largely true to its fundamental architectural principles.[28](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)

This is an extraordinary achievement, made possible by what Greenstein ([2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)) describes as a ‘combination of inventive specialisation and technical meritocracy’. Inventive specialisation evolved naturally from the early days because groups of engineers routinely coalesced around specific technical challenges in order to improve particular functions in the network. Technical meritocracy was likewise an inheritance from the early days of the ARPANET design – a prevailing ethos that ideas should succeed (or fail, as many did) on their technical merits, rather than on the organisational status of whoever proposed them (Greenstein [2015](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 42–49).

One illustration of this process in action is the evolution of ‘content delivery networks’ (CDNs) – distributed networks of proxy servers located in multiple data centres across the world. Their function is to improve the speed and reliability with which digital content can reach users who demand it. Essentially, CDNs cache (temporarily store) digital content closer to where communities of users are located so that, for example, on-demand streaming video arrives promptly, and at higher quality than would be the case if it were being streamed directly from a central server farm on the other side of the globe. CDNs now serve a large proportion of contemporary Internet content, and without them, the kind of services that mobile users in particular take for granted would be impossible. In that sense, they are a rational technical solution to a problem that, if left unsolved, would have reduced the overall utility of a network that has increasingly been called upon to serve passive consumers of multimedia content.

## Conclusion

This survey of the evolution of the Internet over four decades highlights a number of themes.

The first is the extent to which its development was socially shaped. The intrinsic affordances of digital technology did, of course, play an important role in the network's evolution. But it was also shaped by non-technological forces: its military provenance, for example; the surveillance-based business models that evolved to support the ‘free’ services provided by companies like Google and Facebook; the collaborative, non-commercial social ethos of the engineering community that developed the protocol layer of the network.

This last factor deserves special attention, because the ethos of the developer community was effectively ‘baked into’ some of the protocols. Just to take one example, the original (1982) version of the SMTP protocol (Simple Mail Transfer Protocol),[29](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619) which governs how mail servers handle messages, had no provision for authentication – i.e. for checking that the ‘sender’ of a message was actually the real sender – because at that stage email traffic took place between researchers and institutions that were known to one another. But once the network was commercialised, absence of authentication was what enabled the spoofing of email addresses and enabled the rise of spam: the social context had changed.

Secondly, like many other technologies, the evolution of the Internet, from its earliest beginnings to a mature technology, involved *both* public investment and private capital. The ARPANET, and the development of the TCP/IP network that followed it, were exclusively funded by taxpayers’ money, initially via the Department of Defense and later via the NSF. Privatisation of the network in the mid-1990s then brought in a torrent of investment capital in a five-year speculative bubble. But while this bubble caused a financial crash, it also resulted in a massive expansion in the communications infrastructure needed to turn the network into a ubiquitous public utility. In that sense, as the economist and venture capitalist William Janeway observes, *bubbles matter*.

They matter because they not only transfer wealth from greater to less-great fools, and to the knaves that prey on the former. Occasionally – critically – they transfer wealth to fortunate opportunists and insightful entrepreneurs in the market economy who are granted access to cash on favourable terms and put it to work with astounding consequences. ([2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619), 181)

Thirdly, we can see an intriguing contradiction emerging between the affordances of digital technology as time progresses. In the period from 1995 to (roughly) 2005, the architecture of the network definitely facilitated ‘permissionless innovation’ (Van Schewick [2012](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). Software is pure ‘thought-stuff’, the barriers to entry were very low and so entrepreneurs and inventors like the founders of eBay, Google, Skype, Facebook, and others were able to launch, with very little capital, services and enterprises that eventually became global corporations.

But the technology has other distinctive affordances too, which became progressively more pronounced from 2005 onwards. The most significant of these affordances are: zero marginal costs; powerful network effects; the dominance of Power Law distributions in cyberspace; and technological lock-in (Anderson [2014](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)). The resultant of these affordances points towards winner-takes-all outcomes – as seen, for example, in Google's domination of the search market, Facebook's in social networking and Amazon's in online retailing and cloud computing. So while the Internet in principle still facilitates permissionless innovation, the chances of insurgents displacing incumbents – at least in pure Internet businesses – seem less likely. Whereas Google was able to displace other search engines in 1996 simply by having a better page-ranking algorithm, nowadays a newcomer with an innovative idea in search will face an incumbent with huge troves of user data and large server farms distributed across the globe. The barrier to entry has thus been raised to a formidable extent.

What this suggests is that the Internet has evolved into a GPT, much as railway networks did in the late nineteenth century. At the same time, it is now mature and extensive enough to serve as a foundation on which new kinds of innovation, much of it in areas apparently unrelated to information goods, can build. In that sense, it is conceivable that enterprises like the cab-hailing application Uber, or the room-hiring service Airbnb, may turn out to be the contemporary equivalent of the mail-order services of the nineteenth century: unthinkable before the technology, and unremarkable afterwards.

Finally, there is the overriding issue of control. In his magisterial history of the dominant communications technologies of the twentieth century (Wu [2011](https://www.tandfonline.com/doi/full/10.1080/23738871.2016.1157619)), the legal scholar Tim Wu discerns a pattern – a cycle. Each new technology: the telephone, radio, movies, and television, initially engendered waves of creativity, excitement, and utopian hopes. But each, in the end, was ‘captured’ by corporate interests, sometimes with the connivance of government (as with telephony and AT&T). Wu notes that the Internet, at *its* inception four decades ago, also engendered the same kind of excitement and utopian hopes, and asks whether, in the end, it will suffer the same fate. It is a good question. The historian will say that it is too early to tell. Others may disagree.

**1965:** Two computers at MIT Lincoln Lab communicate with one another using packet-switching technology.

**1968:** Beranek and Newman, Inc. (BBN) unveils the final version of the Interface Message Processor (IMP) specifications. BBN wins ARPANET contract.

**1969:** On Oct. 29, UCLA’s Network Measurement Center, Stanford Research Institute (SRI), University of California-Santa Barbara and University of Utah install nodes. The [first message](https://www.livescience.com/5839-40-years-message-conceived-internet.html) is "LO," which was an attempt by student Charles Kline to "LOGIN" to the SRI computer from the university. However, the message was unable to be completed because the SRI system crashed.

**1972:** BBN’s Ray Tomlinson introduces network email. The Internetworking Working Group (INWG) forms to address need for establishing standard protocols.

**1973:** Global networking becomes a reality as the University College of London (England) and Royal Radar Establishment (Norway) connect to ARPANET. The term [Internet](http://internet-browser-review.toptenreviews.com/important-events-in-the-history-of-the-world-wide-web.html) is born.

**1974:**The first Internet Service Provider (ISP) is born with the introduction of a commercial version of ARPANET, known as Telenet.

**1974:**Vinton Cerf and Bob Kahn (the duo said by many to be the [Fathers of the Internet](http://www.technewsdaily.com/17229-who-invented-the-internet.html)) publish "A Protocol for Packet Network Interconnection," which details the design of TCP.

**1976:**Queen Elizabeth II hits the “send button” on her first email.

**1979:** USENET forms to host news and discussion groups.

1**981:** The National Science Foundation (NSF) provided a grant to establish the Computer Science Network (CSNET) to provide networking services to university computer scientists.

**1982:**Transmission Control Protocol (TCP) and Internet Protocol (IP), as the protocol suite, commonly known as TCP/IP, emerge as the protocol for ARPANET. This results in the fledgling definition of the Internet as connected TCP/IP internets. TCP/IP remains the standard protocol for the Internet.

**1983:** The [Domain Name System](http://www.businessnewsdaily.com/1108-icann-new-domain-names-top-level-domains.html) (DNS) establishes the familiar .edu, .gov, .com, .mil, .org, .net, and .int system for naming websites. This is easier to remember than the previous designation for websites, such as 123.456.789.10.

**1984:**William Gibson, author of "Neuromancer," is the first to use the term "cyberspace."

**1985:**Symbolics.com, the website for Symbolics Computer Corp. in Massachusetts, becomes the first registered domain.

**1986:** The National Science Foundation’s NSFNET goes online to connected supercomputer centers at 56,000 bits per second — the speed of a typical dial-up computer modem. Over time the network speeds up and regional research and education networks, supported in part by NSF, are connected to the NSFNET backbone — effectively expanding the Internet throughout the United States. The NSFNET was essentially a network of networks that connected academic users along with the ARPANET.

**1987:** The number of hosts on the Internet exceeds 20,000. Cisco ships its first [router](http://www.technewsdaily.com/15648-what-is-a-router.html).

**1989:** World.std.com becomes the first commercial [provider of dial-up access to the Internet](http://www.technewsdaily.com/15403-isp.html).

**1990:**[Tim Berners-Lee](http://www.technewsdaily.com/2057-the-man-who-invented-the-world-wide-web-.html), a scientist at CERN, the European Organization for Nuclear Research, develops HyperText Markup Language (HTML). This technology continues to have a large impact on how we navigate and view the Internet today.

**1991:** CERN introduces the [World Wide Web](http://www.technewsdaily.com/3010-the-world-wide-web-turns-20-years-old.html) to the public.

**1992:**The first audio and video are distributed over the Internet. The phrase "surfing the Internet" is popularized.

**1993:** The number of websites reaches 600 and the White House and United Nations go online. Marc Andreesen develops the Mosaic Web browser at the University of Illinois, Champaign-Urbana. The number of computers connected to NSFNET grows from 2,000 in 1985 to more than 2 million in 1993. The National Science Foundation leads an effort to outline a new Internet architecture that would support the burgeoning commercial use of the network.

**1994:**Netscape Communications is born. Microsoft creates a Web browser for Windows 95.

**1994:** Yahoo! is created by Jerry Yang and David Filo, two electrical engineering graduate students at Stanford University. The site was originally called "Jerry and David's Guide to the World Wide Web." The company was later incorporated in March 1995.

**1995:** Compuserve, America Online and Prodigy begin to provide Internet access. Amazon.com, Craigslist and eBay go live. The original NSFNET backbone is decommissioned as the Internet’s transformation to a commercial enterprise is largely completed.

**1995:** The first online dating site, Match.com, launches.

**1996:**The [browser war](http://blog.laptopmag.com/why-internet-explorer-is-losing-the-browser-war-in-pictures), primarily between the two major players Microsoft and Netscape, heats up. CNET buys tv.com for $15,000.

**1996:**A 3D animation dubbed "[The Dancing Baby](https://www.youtube.com/watch?v=-5x5OXfe9KY)" becomes one of the first viral videos.

**1997:**Netflix is founded by Reed Hastings and Marc Randolph as a company that sends users DVDs by mail.

**1997:**PC makers can remove or hide Microsoft’s Internet software on new versions of Windows 95, thanks to a settlement with the Justice Department. Netscape announces that its browser will be free.

**1998:**The Google search engine is born, changing the way users engage with the Internet.

**1998:**The Internet Protocol version 6 introduced, to allow for future growth of Internet Addresses. The current most widely used protocol is version 4. IPv4 uses 32-bit addresses allowing for 4.3 billion unique addresses; IPv6, with 128-bit addresses, will allow 3.4 x 1038 unique addresses, or 340 trillion trillion trillion.

**1999:**AOL buys Netscape. Peer-to-peer file sharing becomes a reality as Napster arrives on the Internet, much to the displeasure of the music industry.

**2000:**The dot-com bubble bursts. Web sites such as Yahoo! and eBay are hit by a large-scale [denial of service attack](http://www.technewsdaily.com/6931-domain-name-giant-slowed-by-denial-of-service-attacks.html), highlighting the vulnerability of the Internet. AOL merges with Time Warner

**2001:**A federal judge shuts down Napster, ruling that it must find a way to stop users from sharing copyrighted material before it can go back online.

**2003:**The SQL Slammer worm spread worldwide in just 10 minutes. Myspace, Skype and the Safari Web browser debut.

**2003:** The blog publishing platform WordPress is launched.

**2004:**Facebook goes online and the era of social networking begins. Mozilla unveils the Mozilla Firefox browser.

**2005:**YouTube.com launches. The social news site Reddit is also founded.

**2006:** AOL changes its business model, offering most services for free and relying on advertising to generate revenue. The Internet Governance Forum meets for the first time.

**2006:** Twitter launches. The company's founder, Jack Dorsey, sends out the very first tweet: "just setting up my twttr."

**2009:**The Internet marks its 40th anniversary.

**2010:**Facebook reaches 400 million active users.

**2010:**The social media sites Pinterest and Instagram are launched.

**2011:** Twitter and Facebook play a large role in the Middle East revolts.

**2012:**President Barack Obama's administration announces its opposition to major parts of the Stop Online Piracy Act and the Protect Intellectual Property Act, which would have enacted broad new rules requiring internet service providers to police copyrighted content. The successful push to stop the bill, involving technology companies such as Google and nonprofit organizations including Wikipedia and the Electronic Frontier Foundation, is considered a victory for sites such as YouTube that depend on user-generated content, as well as "fair use" on the Internet.

**2013:**Edward Snowden, a former CIA employee and National Security Agency (NSA) contractor, reveals that the NSA had in place a monitoring program capable of tapping the communications of thousands of people, including U.S. citizens.

**2013:** Fifty-one percent of U.S. adults report that they bank online, according to a survey conducted by the Pew Research Center.

**2015:**Instagram, the photo-sharing site, reaches 400 million users, outpacing Twitter, which would go on to reach 316 million users by the middle of the same year.

**2016:**Google unveils Google Assistant, a voice-activated personal assistant program, marking the entry of the Internet giant into the "smart" computerized assistant marketplace. Google joins Amazon's Alexa, Siri from Apple, and Cortana from Microsoft.

## **1. eCommerce Website**

An eCommerce website is a website people can directly buy products from. You’ve probably used a number of eCommerce websites before, most big brands and plenty of smaller ones have one. Any website that includes a shopping cart and a way for you to provide credit card information to make a purchase falls into this category.

If you’re learning [how to start a website for your business](https://www.hostgator.com/blog/what-need-start-website/) and plan to sell your products through the site, then this is the type of website you need to build. There are some specific steps you have to be sure to include when building an eCommerce website, like investing in eCommerce software and getting your [SSL certificate](https://www.hostgator.com/ssl-certificates) to ensure your customers can pay securely. And you’ll want to make sure your web design and copy are all crafted with the site’s main goal in mind: making sales.

customers can pay securely. And you’ll want to make sure your web design and copy are all crafted with the site’s main goal in mind: making sales.

## [**Amazon, Inc.**](http://www.amazon.com/)

Url:- <https://www.amazon.com/>

Amazon (Amazon.com) is the world’s largest online retailer and a prominent [cloud services provider](https://searchitchannel.techtarget.com/definition/cloud-service-provider-cloud-provider).

The company was originally a book seller but has expanded to sell a wide variety of consumer goods and digital media as well as its own electronic devices, such as the [Kindle](https://searchmobilecomputing.techtarget.com/definition/Amazon-Kindle-Touch) e-book reader, [Kindle Fire](https://whatis.techtarget.com/definition/Kindle-Fire) tablet and Fire TV, a [streaming media adapter](https://whatis.techtarget.com/definition/streaming-media-receiver).

## [**Jingdong**](http://www.jd.com/)

Url:- <https://global.jd.com/>

## [**Alibaba Group Holding Ltd.**](http://www.alibabagroup.com/)

Url:- <https://www.alibabagroup.com/>

**Alibaba** is China's — and by some measures, the world's — biggest online commerce company. Its three main sites — Taobao, Tmall and **Alibaba**.com — have hundreds of millions of users, and host millions of merchants and businesses. **Alibaba** handles more business than any other e-commerce company.

## [**eBay Inc.**](http://www.ebay.com/)

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.ebay.com/>

The **eBay website** is an online auction and shopping **website** in which people and businesses buy and sell a wide variety of goods and services worldwide.

## [**Zalando**](http://www.zalando.de/)

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://en.zalando.de/>

1. Groupon

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.groupon.com/>

[Groupon](https://www.groupon.com/) is a service that can save you money through the use of virtual coupons. Much like a physical coupon book, you can use Groupon to get deals of up to 70 percent off of all sorts of things, from food and retail products to travel and services.

### Shopify

### [Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.shopify.com/>

### Shopify is the best ecommerce platform that has everything you need to sell online, on social media, or in person

## **2. Business Website**

A business website is any website that’s devoted to representing a specific business. It should be branded like the business (the same logo and positioning) and communicate the types of products and/or services the business offers.

By now, every business out there should have a website. It’s a widespread expectation. Every potential customer you encounter will just assume that if they Google your business looking for more information, they’ll find a website. And if they don’t, it makes the business look less professional or legitimate.

E-commerce websites are business websites, but it’s also possible to have business websites that don’t sell anything directly, but rather encourage visitors to get in contact for more information (a lead generation website) or come to a storefront if they’re interested in becoming customers.

1. [**SeekingAlpha**](http://www.seekingalpha.com/)

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://seekingalpha.com/>

**Seeking Alpha** is a [crowd-sourced](https://en.wikipedia.org/wiki/Crowdsourcing) content service for financial markets.[[1]](https://en.wikipedia.org/wiki/Seeking_Alpha#cite_note-1) Articles and research covers a broad range of stocks, asset classes, [ETFs](https://en.wikipedia.org/wiki/Exchange-traded_fund) and investment strategies.

1. Microsoft

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.microsoft.com/en-us/>

**Microsoft Corporation** is an American multinational technology company with headquarters in Redmond, Washington. It develops, manufactures, licenses, supports, and sells computer software, consumer electronics, personal computers, and related services. The website represents the above company.

1. Apple

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.apple.com/>

**Apple Inc.** is an American multinational technology company headquartered in Cupertino, California, that designs, develops, and sells consumer electronics, computer software, and online services.

1. HTC

[Url:-](file:///C:\Users\Abdi\AppData\Roaming\Microsoft\Word\-) <https://www.htc.com/us/>

This website represents HTC.HTC is an innovation company, creating powerful new products, solutions, and platforms in mobile computing and immersive technologies. Beginning with a vision to put a personal computer in the palm of our customers' hands.

## **3. Entertainment Website**

## **4. Portfolio Website**

Portfolio websites are sites devoted to showing examples of past work. Service providers who want to show potential clients the quality of the work they provide can use a portfolio website to collect some of the best samples of past work they’ve done. This type of website is simpler to build than a business website and more focused on a particular task: collecting work samples.

This type of website is most common for creative professionals and freelancers that are hired based on demonstrated skill and can be a more efficient alternative to a business website that serves a similar focus.

## **5. Media Website**

Media websites collect news stories or other reporting. There’s some overlap here with entertainment websites, but media websites are more likely to include reported pieces in addition to or instead of content meant purely for entertainment. This category includes sites like the Washington Post website, Slate, and Inc.

Media websites generally make money through either advertisements that show up on the site, subscription models, or some combination of the two.

Many media websites are the online branch of media properties that often exist in other forms, like TV channels or print magazines and newspapers, but some are online only.

## **6. Brochure Website**

Brochure websites are a simplified form of business websites. For businesses that know they need an online presence, but don’t want to invest a lot into it (maybe you’re confident you’ll continue to get most of your business from other sources), a simple brochure site that includes just a few pages that lay out the basics of what you do and provide contact information may be enough for you.

Brochure sites were more common in the earlier days of the internet when businesses knew they needed a website, but also expected not to be dependent on it for success. Now that the internet is such a big part of how people research and find just about every product and service they need, most businesses recognize that they need something more competitive.

If you have a business and know you don’t need your website to be a marketing tool that brings in new business, you just need something more like an online business card, then a brochure website may do the trick.

## **7. Nonprofit Website**

In the same way that businesses need websites to be their online presence, nonprofits do as well. A nonprofit website is the easiest way for many potential donors to make donations and will be the first place many people look to learn more about a nonprofit and determine if they want to support it.

If you have or are considering starting a nonprofit, then building a website for your organization is a crucial step in proving your legitimacy and reaching more people. You can use it to promote the projects your organization tackles, encourage followers to take action, and for accepting donations.

Note: To take donations through the website, you’ll have to take some of the same steps that the owners of eCommerce sites do. In particular, make sure you get an SSL certificate to make sure all payments are secure, and set up a merchant account so that you can accept credit card payments.

## **8. Educational Website**

The websites of educational institutions and those offering online courses fall into the category of educational websites. These websites have the primary goal of either providing educational materials to visitors, or providing information on an educational institution to them.

Some educational websites will have advertisements like entertainment and media websites do. Some offer subscription models or educational products for purchase. And some serve as the online presence for an existing institution.

## **9. Infopreneur Website**

Infopreneur websites overlap a bit with business and eCommerce websites, but they represent a unique type of online business. Infopreneurs create and sell information products. That could be in the form of courses, tutorials, videos or ebooks.

Whatever form it takes, infopreneurs need their website to do the hard work of building up a knowledge brand – convincing visitors that they know enough to make their educational products worth buying – and the work of selling those products.

To sell information products securely, they’ll need some of the same tools of an eCommerce website, including an SSL certificate and a merchant account. Those with a lot of knowledge products should also invest in eCommerce software to make it easier for visitors to select and purchase the ones they’re interested in.

Infopreneurs normally create a mix of valuable free content and premium content they charge for. The infopreneur’s website serves as the central location for both things – the free content which serves as a marketing tool to get people onto the site, and the paid products that account for their profits. Building a good website is therefore crucial for this type of business model.

## **10. Personal Website**

Not all websites exist to make money in some way or another. Many people find value in creating personal websites to put their own thoughts out into the world. This category includes personal blogs, vlogs, and photo diaries people share with the world.

Sometimes these websites can evolve into something that makes money if they become popular enough and the person who started them wants to make that shift, but they primarily exist as a way to share your feelings, insights, and art with any friends and strangers that might be interested.

Building a personal website is easier than most of the other websites on the list since the goal has lower stakes. You just want to make it look like you want, rather than worrying about driving sales or making ad money. Some simple templates or an easy-to-use website builder should be all it takes to get something up that satisfies your desire to share.

## **11. Web Portal**

Web portals are often websites designed for internal purposes at a business, organization, or institution. They collect information in different formats from different sources into one place to make all relevant information accessible to the people who need to see it. They often involve a login and personalized views for different users that ensure the information that’s accessible is most useful to their particular needs.

Web portals will generally involve more complicated programming and design than most of the other websites described on this list, so make the most sense for skilled and experienced web programmers to consider.

## **12. Wiki or Community Forum Website**

Most people are familiar with wikis through the most famous example of one out there: Wikipedia. But wikis can be created on pretty much any subject you can imagine. A wiki is any website where various users are able to collaborate on content and all make their own tweaks and changes as they see fit. There are wikis for fan communities, for business resources, and for collecting valuable information sources.

Starting a wiki can be fairly simple, especially if you choose to use an existing software or wiki site builder rather than trying to create the website from scratch. This option makes the most sense if you need to organize available information and resources into a central space that you want others to have access to.