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**Machine Learning: *Iris Dataset Classification!***

*Steps:*

1. Bringing the dataset into the R environment.
2. Splitting the data into Training and Testing sets.
3. Exploratory Data Analysis!
4. Fitting the training and testing sets to various models.

*Packages Needed:*

* tidyverse
* caret
* rpart
* rpart.plot
* randomForest
* gbm
* MASS

**-Bringing in the Iris Dataset and Taking a Look!-**

I’ll be loading the dataset from directly within R, though you can also load it from an external source and it’s most likely a good idea for you to do both.

# Packages!  
library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v ggplot2 3.3.5 v purrr 0.3.4  
## v tibble 3.1.5 v dplyr 1.0.7  
## v tidyr 1.1.4 v stringr 1.4.0  
## v readr 2.0.2 v forcats 0.5.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(rpart)  
library(rpart.plot)  
library(randomForest)

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

library(gbm)

## Loaded gbm 2.1.8

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

#brings data into environment from within R  
data(iris)  
  
#help for dataset  
help(iris)

## starting httpd help server ...

## done

#renames dataset  
iris\_dataset<-iris  
  
#views dataset  
View(iris\_dataset)

#prints first couple of rows  
head(iris)

## Sepal.Length Sepal.Width Petal.Length Petal.Width Species  
## 1 5.1 3.5 1.4 0.2 setosa  
## 2 4.9 3.0 1.4 0.2 setosa  
## 3 4.7 3.2 1.3 0.2 setosa  
## 4 4.6 3.1 1.5 0.2 setosa  
## 5 5.0 3.6 1.4 0.2 setosa  
## 6 5.4 3.9 1.7 0.4 setosa

**-Train - Test - Split!-**

Here we’ll be splitting the data into a training and testing set.

The training dataset is to help us understand the data, select the appropriate model and determine model parameters. For this classification problem, we’ll train the model using the classification error rate, which is the percentage of incorrectly/correctly classified instances.

The testing set is for testing our model’s performance when classifying new data. The model performance (error rate) on this new data will be a more realistic estimate of the models performance in the real world.

#creates a partition (80% training, 20% testing)  
index <- createDataPartition(iris\_dataset$Species, p=0.80, list=FALSE)  
  
#selects 20% of the data for testing  
testset <- iris\_dataset[-index,]  
  
#selects 80% of data to train models  
trainset <- iris\_dataset[index,]

**-Exploratory Data Analysis-**

Exploring the data is to get us more familiar with the dataset and making sure we understand what the rows and columns are and what the dataset is supposed to be illustrating and how we can use it to build visuals.

#gets dimensions of the dataset  
dim(trainset)

## [1] 120 5

#gets structure of the dataset  
str(trainset)

## 'data.frame': 120 obs. of 5 variables:  
## $ Sepal.Length: num 5.1 4.9 4.6 5.4 4.6 5 4.4 4.9 5.4 4.8 ...  
## $ Sepal.Width : num 3.5 3 3.1 3.9 3.4 3.4 2.9 3.1 3.7 3.4 ...  
## $ Petal.Length: num 1.4 1.4 1.5 1.7 1.4 1.5 1.4 1.5 1.5 1.6 ...  
## $ Petal.Width : num 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1 0.2 0.2 ...  
## $ Species : Factor w/ 3 levels "setosa","versicolor",..: 1 1 1 1 1 1 1 1 1 1 ...

#gets summary of the dataset  
summary(trainset)

## Sepal.Length Sepal.Width Petal.Length Petal.Width   
## Min. :4.300 Min. :2.000 Min. :1.000 Min. :0.100   
## 1st Qu.:5.100 1st Qu.:2.800 1st Qu.:1.600 1st Qu.:0.300   
## Median :5.700 Median :3.000 Median :4.300 Median :1.300   
## Mean :5.809 Mean :3.025 Mean :3.748 Mean :1.198   
## 3rd Qu.:6.400 3rd Qu.:3.300 3rd Qu.:5.100 3rd Qu.:1.800   
## Max. :7.900 Max. :4.400 Max. :6.900 Max. :2.500   
## Species   
## setosa :40   
## versicolor:40   
## virginica :40   
##   
##   
##

#gets levels of the prediction column  
levels(trainset$Species)

## [1] "setosa" "versicolor" "virginica"

**-Visualizing!-**

Now we need to visualize the data! Visualizing the data helps with understanding it’s various attributes and how they relate to each other. For our plots, we’re going to be making some histograms, box plots, and scatter plots. We’ll start with simplistic plots and then add some flare! Lastly, we’ll try faceting, Which is making multiple charts in one plot.

#histogram: frequency of Sepal Width  
hist(trainset$Sepal.Width)
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#box plot: how distribution varies by class of flower  
par(mfrow=c(1,4))  
 for(i in 1:4) {  
 boxplot(trainset[,i], main=names(trainset)[i])  
}
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Now we’ll be using the ggplot package to plot some more complicated and precise graphs and with colors!

#creates base scatter plot  
base <- ggplot(data=trainset, aes(x = Petal.Length, y = Petal.Width))  
print(base)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAwFBMVEUAAAAAADoAAGYAOpAAZrYzMzM6AAA6ADo6AGY6kNtNTU1NTW5NTY5NbqtNjshmAABmtv9uTU1uTW5uTY5ubo5ubqtuq+SOTU2OTW6OTY6Obk2ObquOyP+QOgCQkGaQtpCQ27aQ2/+rbk2rbm6rbo6rjk2ryKur5OSr5P+2ZgC225C22/+2///Ijk3I///bkDrb/7bb///kq27k///r6+v/tmb/yI7/25D/27b/29v/5Kv//7b//8j//9v//+T///8uL8UpAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAKu0lEQVR4nO3dDVvb1h1AcQMZLSYJJF1Cu0G7vGyFDcKAETYD1vf/VtOVX2SQbAmWm+t7dv7Pk4YSc3qbH5IlnHAHhYOeQeoFOHFHYPgIDB+B4SMwfASGz9OB/9Wctvc9af7nwBosYc0CAsMDAsMDAsMDAsMDAsMDAsMDAsMDAsMDAsMDAsMDAsMDPYBHb4bDw+qty+Fw+PKLwDkFuoHvfj4uRm+Pw5tnhx7BuQW6gb++ntGOPx0LnFugxyl6ehSX/zwYTk/Wfyhn5Qc46zYrgccf34efwom6Poqjf+6lKdACfYDvDt7X/zJ/Ho6+tDQFWqAH8OjN4rWVwHkFuoFr36+vrorxZ2+Tsgp0A4eb3/LaavTTl/Dm7vxCOvrS0hRogR6n6CUTfWlpCrSAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPDA84GdrMYjGBoQGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB4QGB7oAVxvL3t3MHx1JXBWgW7genvZ8cfD4vK1wFkFuoHr7WXvfvlShP2xBM4o0OMUXcy2lx29u5q+5fay2U2f7WXD3oUT4DDRP/fSFGiBPsCz7WXrI1jgbAI9gOfbj/ocnGGgG7jeXjacqb2KzizQDbywvaz3wfkFepyil0z0paUp0AICwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwMCwwPPB3ayGo9gaEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeEBgeKAV+GZ7EGbzVODsA23A90cvPIIpgTbg2719gSmB9iNYYEygDbi4Xv3sK3BGgQbw7d5gNl5kAQKtR3Cvib60NAVaoA14epHVcaKOvrQ0BVqgF/BsN6yww85LN8bKKtAEPp8/B8/uhr/OVM8Oi3qiLy1NgRZYcQTP5mz3b5MjePzpeOHd0ZeWpkALtAE3ZnqKvjsYTvcCd3vZ7GblbdIUOOwDXh/F0T/30hRogQZwmPNAu3CirrccXXgejr60NAVaoA146VW0wPkFngIcdgAff/Y2KavAqlP0zuIpOvwo74N35xfS0ZeWpkALtAIX1+Eaq+MlpehLS1OgBdqB+0z0paUp0AICwwMN4PIKa3Yr7IsNgEALcJ9X+wXOJdAALk66D16B8wk0gcNUf262Azn60tIUaIF24GrOfQ4GBJYA3x8NBjuPSQXOMNAKXD4Nb12s5hU4k0AT+Hww2PjQpStwLoEGcL+/1iBwLoHmEVw+/fa6E46+tDQFWqAJXFR3Sd1//Sz60tIUaIFW4CI8E3c9EUdfWpoCLbAMOJyqvQ8GBNqB/UoWJtAADl/i8GvRnEAD2FeTWIEGcO+JvrQ0BVpgBbB/u5AQ8AiGBwSGBwSGBxrAfo8OVuD5R7CT1XiKhgZagf1elZxAG/D90c790X7XK//Rl5amQAu0AQfak53ievWfy4q+tDQFWmAZ8PkLv5KFCLQBFyeV7rlHMCDQClw+CRcnXX+kI/rS0hRogVbgXhN9aWkKtEAbsN+rEhQQGB5oAje/V6XAGQdWHMEdE31paQq0QBtwv4m+tDQFWqAduDxN73fcBgucR6AV+GTrn3v7XbsnRV9amgIt0AZcfaOdfa+iEQGB4YHWU/R5OEUvfK9KgfMNtAJPvlel36ODEGgH7jPRl5amQAsIDA+0AJ/0+suFAucRaAKfbF10fQ80gfMJNICrvWX7bDAbfWlpCrRAA7h6pSH8kQ6BEQGB4QGB4QGB4YEW4KVb24XNC19dCZxVoAHcMrPtZccfD4vL1wJnFegBPN9e9u6XLwu73EVfWpoCLdDnCJ7vPvruqrj7OWx95vay2U0f4LB34QQ4TPTPvTQFWuApwPURLHA2gacA+xycYeApwOOP772Kzi3QGzj88D44v0Av4NaJvrQ0BVpAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHhAYHjg+cBOVuMRDA0IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA8IDA/0AK4307kcDqcbkQqcS6AbeGFT2bNDj+DcAt3A9YZ240/HC++PvrQ0BVqgG7jekrI8Vw+H1UHs9rLZzXLgelPZ0dvjhaM4+udemgIt0A38cFPZ+nk4+tLSFGiBbuCHm8oKnFmgG7jeVDacrMefvU3KKtANPL0PDgdxeR+8Oz9XR19amgIt0AN4yURfWpoCLSAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPCAwPPB8YCer8QiGBgSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGBwSGB3oA17uP1m8JnEugG7jefXRhH1KBcwl0A9c7nz3cAy360tIUaIFu4Hrvwvotdx/NbvrsPlq/FSb6516aAi3QDdx2BAucTaAbeNlzcIxZg/N++iXEWUGf3Ufrt2JN+t/dNVjC9wZe2H30wX1wjEn/u7sGS/juwN9x0v/ursESyMBOtBEYPgLDR2D4CAyfNQAevRkOD1MvIrxilva/P9w97n7Y0yc9cPgi6OhtlP+5J8xl4s+xs8PqS/7fftIDfw1fIztLfAiP/vinpCsIXw2OM+mBw9QvZaSZ8aff056iR+/+ij1FF5Mvdiedy/eJn4NHbw6rF+2+/awD8N1BYt/ytzY18INXZL/lrAFw+OxNO5fDMCk/y+7+zAVO7xsm9W3SGfcUPTl8UiOnBr47GL6MciGdHtiJOgLDR2D4CAwfgeEjMHzQwPdHgzAbH+p3/fsf8zdvfvgwedDO6kr5IdOH5jhw4MrufPN09p5FqZ7A4WECr+dM7W739mfvERg1C8DhbL15erM9GOwU4Z/hp0fAk4eU7/6t/PX98GGDjd9+/Hv4kJsffh1U78tv/h+ATzZP749elKfqrYuAWh3Q5Wn7EfD8IdtbF+GXb/d2yodOHjZ7X8L/l+cOHLi6yCphrgNOKRu0/nNRVCfeR8Dzh2zvV79c/fv5DHi/yPQ8DQeePb2eV9LhXBuQrqtL60fADx5S/qM8mMuffzydPwcLvHazABy0ignS7d7Gh5YjePEhAucxNfD19F44IF0HuevGEbz4kPkp+npT4DWeGvj+qFQtCcMFVpC82W4Azx4yw5xdZIUPEXg9Z+EWN1xvhUP0ZPCi/DHY+Et1wRUeML0S25k9ZI4ZbpN+LQ/j8kMEps719Ik53xF42YQzeXVvnPcIvHTCfVP2vgLTR2D4CAwfgeEjMHwEho/A8PkvZ8H/5Jhbye0AAAAASUVORK5CYII=)

#scatter plot: distribution of species based on Petal Length and Width  
scatter <-base +   
 geom\_point(aes(color=Species, shape=Species)) +  
 xlab("Petal Length") +  
 ylab("Petal Width") +  
 ggtitle("Petal Length-Width")+  
 geom\_smooth(method="lm")  
print(scatter)

## `geom\_smooth()` using formula 'y ~ x'
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#box plot: distribution of Species based on Sepal Length  
box <- ggplot(data=trainset, aes(x=Species, y=Sepal.Length)) +  
 geom\_boxplot(aes(fill=Species)) +   
 ylab("Sepal Length") +  
 ggtitle("Iris Boxplot") +  
 stat\_summary(fun=mean, geom="point", shape=5, size=4)   
print(box)
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#histogram: frequency of species of flower based on Sepal Width  
histo <- ggplot(data=iris, aes(x=Sepal.Width)) +  
 geom\_histogram(binwidth=0.2, color="black", aes(fill=Species)) +   
 xlab("Sepal Width") +   
 ylab("Frequency") +   
 ggtitle("Histogram of Sepal Width")  
print(histo)
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#faceting: distribution of all species' Sepal Lengths and Widths  
face <- ggplot(data=trainset, aes(Sepal.Length, y=Sepal.Width, color=Species))+  
 geom\_point(aes(shape=Species), size=1.5) +   
 geom\_smooth(method="lm") +  
 xlab("Sepal Length") +  
 ylab("Sepal Width") +  
 ggtitle("Faceting") +  
 facet\_grid(. ~ Species)  
print(face)

## `geom\_smooth()` using formula 'y ~ x'
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**-Machine Learning Models!-**

Finally, we’re ready to fit our dataset to some models! We’ll be building a few models and use the ‘trainset’ to try and narrow down which one is the best model for predicting the ‘testset,’ and then we’ll try to measure how it will preform in the real world.

*~Decision Tree Classifier~*

This kind of model classifies observations by sorting them down the ‘tree’ from the root node to the leaf node, which provides the classification for the observation. Each node specifies a test on a particular attribute and each branch from that node represents one of the possible values for that test.

#fits model  
model.rpart <- rpart(Species~.,data=trainset,method = 'class')  
  
#prints model  
print(model.rpart)

## n= 120   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 120 80 setosa (0.33333333 0.33333333 0.33333333)   
## 2) Petal.Length< 2.45 40 0 setosa (1.00000000 0.00000000 0.00000000) \*  
## 3) Petal.Length>=2.45 80 40 versicolor (0.00000000 0.50000000 0.50000000)   
## 6) Petal.Width< 1.75 42 2 versicolor (0.00000000 0.95238095 0.04761905) \*  
## 7) Petal.Width>=1.75 38 0 virginica (0.00000000 0.00000000 1.00000000) \*

#plots model  
rpart.plot(model.rpart)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAACTFBMVEUAAAAAABEAABsAAB0AACIAAC4AADAAADoAAD0AAFIAAFQAAGYAGCoAIlYAKzUALEMALnMAMnYAOjoAOmYAOpAAPW0ATlQAUpEAWpYAZrYbAAAbABsbADAbbmUiAAAiACIiAD0iIiIiVoMuAAAuABsuAC4uLi4uTjAuc68ujFQujHY5AAA5ABE5AB05ADA5AFQ5PD85frQ6AAA6ADo6AGY6OgA6Ojo6OmY6OpA6ZpA6ZrY6kNs9AAA9ACI9PT09bZlCLABCLBtCbjBCqFRCqHZSAABSAC5SUlJSkcxTTgBTjDBTqENTxFRTxHZWIgBWIiJWVj1Wg5ljbhtjxFRjxHZkAABkABFkS0pmAABmADBmADpmAGZmOgBmOjpmZgBmZjpmZmZmkLZmkNtmn9JmtrZmtttmtv9tPQBtmW1tmZlzLgBzLi5zc1Jzr8x0jDB0qEN0xFR0xGV0xHaDViKDmZmNGACNGBGNW0qPMgCPMjCPwdKQOgCQOjqQOmaQZgCQZjqQkGaQttuQ27aQ2/+RUgCRzJGRzMyZbT2Zg1aZmW2ZmYOZmZmvcy6vzMyzKwCzWyqzakq1WgC1wXa14NK2ZgC2Zjq2kDq2kGa2tma2tpC225C227a229u22/+2/7a2/9u2///MkVLMr3PMzJHMzK/MzMzXPBHXakrbfjDbkDrbkGbbtmbbtpDb25Db29vb4NLb/7bb/9vb///7Sx37Wyr7ajX7aj/7akr+n1T+wXb+4Jb+4LT+4NL/tmb/25D/27b/29v//7b//9v///+PjSojAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAb0UlEQVR4nO2djX8cxXnHJxAsQOHNMhiRmrRW2rpxm9pqCQkiNU1xi9tCiwuNmpIm0FpOaBHGhpjiJLzYxYCMG5ez04SYyBg7FtDQShgL45OR7h/rPM+87Ozd3u7e7ezuc6Pn9wHf7M7c3jzz1TPvuytarKAl6s4Aq1wx4MDFgAMXAw5cDDhwMeDAxYADFwMOXAw4cDHgwMWAAxcDDlwMOHAx4MDFgAMXAw5cDDhwMeDAxYADFwMOXAw4cDHgwMWAAxcDDlwMOHAx4MA1IIBFYdVtQV0aAMMBz6XCWq2QqRvtBa4DuW57+lJzqv/v0rbYJ13DuG6brC5YZSRcngwVsHe8pBAz4FL4AuK6DVPqCnhpXLYlwHROfk7g4br5VhMPnNiG/kwXEWMTtUoBL41LbE3Jbm7ooDyYUB4MJ5YnR6PYxmgLU2SIiLFJKosvFcLdADeHZ/FzeXJCHQHglQN4MHTQxn7roP5bSBcNW5NUHl8ihLsBXp5UDJvonpIhAFYo8UAThhQ56mgSpiYqL+DFfw4MsPRWbF2beorGAax8WbW9soEe/vkAe3Bevhcn+wBMgnBqL7ohK2PTwMY82MRicJCr6PABp0pCtaOjWBtszmBb3BzgKrob4I83yxoKmJ6Tn1vx8KYPLi3igRN7TH8OIGGkCP9gH1k6K/a2TC/axILzLk/iwClVZA3tAvjjzRLbomR3bs1z8mCr8mA4cXHy1ij22K2XMMUgAsbGF10VxsHgqA13HGxi5+CjkTlOImtoF8CL176Bnxcnt6ojAPzJs3iw5jkb+w/P6b+FQQTsVWQN7QL44qRiuIjuKRkCYIUSDzRhSJFaR5O127fIGtqtDf7kWWxdF/UYwgGsfFm1vbKBvva/2INbAwgYdExWxqaBjXmwicUgV9EgsoamAZZQ7ego1gabM9gWL3IV3Ro8wEgR/sE+snRW7G2ZXrSJBee9OIkDJwZMVN08GBpfdFUYB4OjHnPHwSb2HHwcSxknkbXbt8gaWuZawwADTlz8T9sRQNbQ8AHPWBW9EgNmwPS0agGrFSKci1aTk8vfekEMz+qdOoolxIy2Wmb6Um/5cFJHlyNgaLJWLeCVA4CusW4+2rGzbt7u1EGWEAMrEGYBAk5GYZnaEQFDk7VqAbfmpANKfM6OnQl3H8+U3svTipYQ5UknHF9gImBoslYvYPRHs96vd+zYfTzR4n/L3cYz5YZjVyNgaLJcwOf00DcKXCoaS8Durp2sxijU0LEdO3YfDwL+o4OYzm7jsYDdbQJaBAxNlgP43LVvqDkqG4gR7CuWgN1dATeH31JOrA4jZLj4H54H42TkJ8/eGgVc9RlL1u4WEP0uNsPOjh0bytEGDxxglGXTjrDPWLJ2gxo4Bop27ExF+3hsLxo628m96MEEbPffJG7E6T2WrN0gvZdO79hRyPROnexx8EACXhR6ZcgGisaStdu3yBraUUXf9EE8UCyWrN2+RdbQ9nGw7QF3dJT7iiVrt2+RNbQdsN2Ak7gTp+dYsnb7FllDRRuexWvfsIFOeD3HkrXbt8ga6njwMdly4rYrG3DVXyxZu32LrKEKsBq52vtQ2m5IKRBL1m7fImto+IsNGepcxXfP5H5uB1lDwwe816rMXyFgaLIYsB8RMDRZqxaw2bLzEiwrqP03DSGGXlDz0MuT/zLZuXUn5YE7BAxN1qoFbLbs/C/ihP03Dcm4KQxgdeNwbOtO2gN3CBiarFULONqyoxcGlUs3DOAJu+xrlg1TH7hDwNBkrV7AesuOQjhltmO5Z/S6sMu06wN3CBiarHTAH/+hukvYbMMxgY83w40scgic9eAOAnZ37WSpLTsW51xXwHrrTuoDdwgYmqxUwPpGb1g7sHejwf+fPLsVpzcWE5b9Bwew2rKT34NTH7hDwNBkpQFeVLedqZnHY7dGgY+//Nylczd98Mm/pzydgz7gaMsO4lTo5joBmzY49YE7BAxNVgrgRbEVVw3UAsI5s5IAAQU424EpAO4u3LJjcbb1oiPAZutO6gN3yBqa3gYrwF9+TgVtAKvorTkcmDZg9MYIMAxzh/9bPbMyBtiMg9MeuEPW0ByA1fL9onmewyI+WEnkcmDagJPUdG846kFkDe0PMEg68MVJEV8XHmTA2Aa335GSW2QN7auKVnG3Qn/rWMLmrIHkq/ZL5nj0d7LIWpoHcEcnyzrw1vatHYMMuJDoWppKeDF5mKQdOBMwXau9i66p2YA7JzqUA1/KrKLpWu1dhE1NnepQ/plw6+A58OOMThZho72Lsq2Bv5SjGlE2lgF7EGljw34xVjWibW3Qr7arRtTt5ZdTFtQAWMyvly2iATG6wJuhteq2oC6tWsNXixhw4GLAgYsBBy4GHLgYcOBiwIGLAQcuBhy4SgY8kJNLg5bfVJWb6/SrUy2xLvmimt10MeAOdc0W0fymiwF3iAH7urqJXZ7EJm7oLvd1IZ8ed7Z6L42bNxbk2wAOX05N++64EObn8GH5zqtoGLCvq7cBVs8T0ZKl3j9g/HJa2ob7c+rnGbD/qzuAJYqVE8K5P64cwJ8ef0xfZqL1nvm5pfGcbxpiwD1ePQ5Yf8jKc+gxVW0Oz64clx9fm08ErBLCqV3PYyI8ddd7YviX+OW3ZMRxHaF0+XmhbqJdugNvsNbXmnNrjrRMM+DEq6/88KCsE6dWToxjqyfLfORg/LddD1aV54QGbKrSBMA6oa3f1W2yWNlawLF6//1HhFi7K8K9NK49uCHWRg2yyVZz9N3xkdnWivsnwoCTr96Yai19db6x7iS8GaQpS21Ot3cJbbAkeRJx6lpWHr2LL+5rB2wTylPyyg2BodH5yweE/bKMaJ3QjevSHULc+QsnazLNqAmAomoaszU38mJrbqIFuW6MuhGDJs+ZTpr8keV0fAqfCNOEl4Lc+WJbYgN47aPzLfs2KN0Gr/zsOyIRsPPaKIFvpIBE+GYSB7COUOmHdrkZXTlgulXL3x56UTbIeOEo040J+Mtc+mN4+oVhP5DzW74BJxw2R5f/cbZpq8v3HxmZjSd2Kt65GGBsgpMB24QRR8XScX8XMHjwiP3TAr6xJx7IY3uDNbYrP5qFtgXZRoBzWExOFQBe+uqJCXBeEBZWYyqeOAZYlyYykm736K+b8lQSYJ0wpwfH22Dw35P6J5e+IlO4nXaBeZ5vwZ8lPlVwwonIspicKgC8/G1Z0UEV/f6dEsKu1uXJ7oCXxsUuWV8iowlJcWR25ceJgG3CiGOsDZ7oAOz0omW/KvLf+JhJZwvISsiQ6/dsDANOBqzeuvbeuBg5iR+2MUwAbDvH6gmrwqmiwUFtd2zC7UUbjlhtf8U8nvWlDsB2HIwvW4b6HZ1e1fZ3xTIt+w34v851onEpJwmpCsA/mk1KmgwYRlMwvG0tPSJrUTmwHXlzcuhgAmCT0HVUGAdjCL78ZgJgLduAq1pdj6i72JARwYDRE6r4bayio8a5bzHg/JcTrY5Xjpf327rW7vLEt/xiwPkvV+1y4cpx2ba6lW1/6ja0TT6/ugF3Laz0qJqVOHvRbUqDrBVaJQNO2ZXl94f9qof8krajVQHg0EXdYgZcUNQtZsAFRd1iBlxQ1C1mwAVF3WIGXFDULWbABUXdYgZcUNQtZsAFRd1iBlxQ1C1mwAVF3WIGXFDULWbABUXdYgZcUNQtZsAFRd1iBlxQ1C1mwAVF3WIGXFDULWbABUXdYgZcUNQtZsAFRd1iBlxQ1C1mwAVF3WIGXFDULWbAGeq6cT+3as4/6cvVK8RzprDqhcyAu8kHWxdyXWaQvlx98opXM67HENKXq03e8SLiWiwhfbm6VArfeggz4ASVxLcWwgy4U6XxrYMwA+4UA67scrUoN9/T2+/LebJGwgy4Q8UcmAGTFwOu7nJ1yOX79hjQOnXVE2eOCCE2SXx//m/impffHpNH92mWELMeUukUcPKUm7pewgy4XS7gdx4HdIdufP2IZPz22CaJ78bXFfZT4j5kCTGnt2+CY/m5HgFHYZm6ZhdmwO2K1dBHpANKfEBQMr3mZQyc0l4JLFUM/ClsUr4uTzrhTbXX0Qy4XTHA6I9XPQGVNFbY6LSntyvCcKAqcVOZqxRumAGTU7yPdWg91NCn9NKuRvbO47YNfvu3n3AAyzMWsAozYHKKAz51zX8oJ448WpPH2pg9ePAUB3x6+19gM3xfO2DtoBltMAOmp7Zh8CEcA0Ff2Tit8mfDD2Kgs53ci2bA9NQGGGCdUaNd68rQJOPoKGsczIAJqsSlBgZMQQy4wsvVIQZc4eXqEAOu8HJ1iAFXeLk6xIArvFwdYsAVXq4OuYDleFZNUtqAo9PbRTQEzh3LgOuWAximrMy0VTQfbWTWGXqLZcB1KwKs5pQPrY8CMZll4d5iGXDdigCrVaEjsEVHB2IIj6xvS5YrlgHXLQcw1rLSFW0ghvDQ76gZ595iGXDdigCrltNu6GhrZtWGq0ObzvQWy4DrVl7AOs01L/cWy4DrVu4qWqUZu6+3WAZct3J3sswfQW+xDLhu5R0m6U3x17zcWywDrlu5JzoQ2qFNPcYy4LoltPfiViyhZxlt4IwTewg3z/YYy4DrFi82VHi5OsSAK7xcHWLAFV6uDjHgCi9XhxhwhZerQwy4wsvVIQZc4eXqUCZgeIDDenV7Ct5SCidg6eidx1OfzsGAiSgL8CkJE+4sQ0Hgncc34dTGqfXpX2TANJQBWM0tm8UD+IT1oiM3vv7OvyasFzJgesoAbDfT4cGY3rMhAedzYAZcuzIAwy3/uBcHdAgcGavoTTkdmAHXrgzAR+A2YbWcYG7vx05WTgdmwLUrC/BV0Q4NZxVQOvDp7R1PPWPAFJVOWHWv1Hr+oeg5Z9KB1QN5iPFlwJ1KB6x8F7taznPO0IE3JW/MYsDElA5YP6UDSJpHKCkHZsADo4w6WlbD9kFJkQOfyVVFV18+DLhTWQMloYdJ0VZJvE8lTyeLAZMQv5SjqsvVJX6tTkWXq038YqxqLlef+NV2lVyuTvHLKSu4XL3i18uWfjkC4hdEl3k5VmEx4MDFgAMXAw5cDDhwMeDAxYADFwMOXAw4cDHgwMWAAxcDDlwMOHAx4MDFgJcncVFv6K555+Snx6eig6Xx4Vn5sXJATOC/cNQUwz9Xp1t4MItfkdeaanVXAy6AWvnpuBh6zK8hyWLAGrAQo9E5SbETsOQzCgdi6GCrNSfW/U8MMH4lHfB7wgKew1+c6J7WmxiwgrJyArlpJQOWUOclTACjvNkoFfCnx5WnrhyPkMp0E/Jy5g+kTDFgDUV9vIs1p4QlgBkg+dq8BYyfDfFd6ciQWp2W3xj5qRj+JX7lrUmx6zh+x+jy85qqvObaOyLA8q9paZwBVyHXgxuq5tSAG7rmNiQg5cqBoZcmh2fhFJ5Wda0DOFbbv/+IEGt3Ie6VHz76f9btsQLACqF0rTbAnVumnDZYIjuJOHV9K4/eFZpkS2FZGl8nOU01JRw4Lb88Oo/9LlNFrzvZOqHr3qU7hLjzF9FvO/X6ZUlejMwm5sizwaQv51+dGdSA1z6q2lfQlG6DV372HeEAlj43Kv+THxNz2rFVVFsb3NSAm2Jol/tLDuDmOHTcEztktIkMJmBT0HMxwNgExwBLcv8kI6QXH8CP4VnF0nF6FzB48MiL0S9FgGW6XbJTndgG0yYy6IB1q4i0pAM++mtTF+NpOUQCKODzupO0NA597y4eHGuDWy7gpr5MkgvTJjLYgCVA5Vi6EzQyu/JjFzB0vuBPoIGcbRt8+YD5SjtgpxfdcgHrH3IGZmk5LCTal/OvVMCmF42BoReEU0UrV20oWk2hpjycXvQsfuWlDsDRONgAhithNz02tZKWw0KifTn/Sge8ckLPIC49IoZPwhD3TTlidetiTCsdcMLMf+hx8Cx+5c0EwJEiwLJ9H2+bHE3JYSHRvpx/kc8gcSLky498BokTIV9+5DNInAj58iOfQeJEyJcf+QwSJ0K+/MhnkDgR8uVHPoPEiZAvP/IZJE6EfPmRzyBxIuTLj3wGiRMhX37kM0icCPnyI59B4kTIlx/5DBInQr78yGeQOBHy5Uc+g8SJkC8/8hkkToR8+ZHPIHEi5MuPfAaJEyFffuQzSJwI+fIjn0HiRMiXH/kMEidCvvzIZ5A4EfLlRz6DxImQLz/yGSROhHz5kc8gcSLky498BokTIV9+5DNInAj58iOfQeJEyJcf+QwSJ0K+/MhnkDgR8uVHPoPEiZAvP/IZJE6EfPmRzyBxIuTLj3wGiRMhX37kM0icCPnyI59B4kTIlx/5DBInQr78yGeQOBHy5Uc+g8SJkC8/8hkkToR8+ZHPIHEi5MuPfAaJEyFffuQzSJwI+fIjn0HiRMiXH/kMEidCvvzIZ5A4EfLlRz6DxImQLz/yGSROhHz5kc8gcSLky498BokTIV9+5DNInAj58iOfQeJEyJcf+QzWQqTzhX+F5dcK37mknbuecpmdSl7pgn95L0UhZvzJd+7k9fb6V65cZiUpha5h7KXwdDY94tWMPWauBLqGceaPZ0SXhtcrYu94EbGvzJWGNw/i9Ohy+QJiP0VYBl9fhMvlC4jTfz49diAAl8TXE2HKgEvn64VwaXy9EC6dbwbhtMgK+PogTBpwBXzTCXsDvPDNmgDn5vvq3dtynvRIOA3wnrEvpZzpjPUNuCe+5x/uE3BhwsUcuGTAlThwKmEGzIAT9eFmIQQwPSs/t+Dh5351YQEPnNij+rM8wC7fV24HWoc/++DMPvm7GyW+r/+tuPr7r9wuj7ZplhBzM6TSKeDkYTe1T8DJfJ+8DSrf6Sv+TFbCe774DbHm/r07hLjiG1fcC9XynrHfGxPiS7qK3imzdov8lAlE9yrbP+APN0tsC5Ld2c/slwdblAfDifMPXx/FHr3+AqYokbAL+LUHAN3u657eJxm/cvtGie+6pxX2w2IbsoSYV+/eCMfy82YEHIVlaq8unAz4qXsQ2Q1/hzhveEiGJeNpYQBfce/enSoMn/LEhr07blHhygAvXPkT/Dz/8BZ1BIA/egYPPrPfxv79fv23UA3gmX3SASU+ICiZXv19DBzWXgksVQz8KWxUvi5POuGNnuvoLjX0TslTYlM4NxiX3mEAqzM2LLXni/eaVBUBPv+wYriA7ikZAmCFEg80YUhRch0dA4z++NkHoZLGChud9tW7FWE4UJW4qcxVCjdcDWBgN21wSmrTEvje2Bn5D3y6TKdT6ugS2uCPnsHWdUGvXDmAlS+rtlc20Ff+Z4UePLP7ZqihD+tcaWSvPWDb4Fe+8KADWJ6xgFW4GsBQ4+644SGLc2dXwJ/XtbJsitf8VZUejDoqK2PTwMY82MRisMoqWlbH31NOHHm0Jo+1MREPli771xplPg/Gz0qraAPVjo5ibbA5g23xQoVVtCT6J9gMb2sHrB00ow2uCvCesd/FZljjVOh2dgI2bTD+BUxXWUUjRfgH+8jSWbG3ZXrRJhac9/zDOHCqCPDMbhwDQV/ZOK3yZ8MPYqCzndyLrgqwHPXcsjcC3NaLjgBjz1l2uuEvYM+Y2FChB0Pji64K42Bw1KPuONjEnoWPoxnjJK+AAdaMGu1aV4YmGUdHWePg6gCjN0aAYZi75i/X3N8B2IyD5ccV9+7oOk6qYCargLwC9q2SACdCx5a4LzFg2oCxDTbtLQNuy2UAgGGMmzYTyYAHHXBRMWAGnBTFgBkwA07P3IAA/vAP3LUDNay1AVd9xfoDfBjHu27A1T598tW7hR4LzyR8ty3WH+BpGMrGAntzxj75G/dnJCsI2FkcgjkqO4u10M6wv1hvgGHKykxbRfPRRrtxjXjbjF1wiPM1X2mL9QZ4WvKA/6NAjG9K7J4xO0DulqwY4AU1VQVSs81Hr48CrvqM9QVYzSnvvjkKuFKz0Puue9quD7uKvtIW6wvwU/fAKHfHLVHAVVqs9FUDuGuyQoAXxBazgK9Xhs5e+RMbcBH2GesLsFoV2gdbdHSg3UX1dp722tn9bnusL8B6PWHN/TYQq4S7x06LDXaKq2uyom1wBPj396tDG4gh7C/WG2CsXKUH2kACYLFtZvdvqannGGD7lbZYb4BxZVeisoEY4NTYCHC3ZN4Aq5ZzwawDtzWzfcb6Amx9NHLWTh+FTQCw82p3nLD9SnusL8CqwZT/2kAMYXqsAdk1GQOeMZ0soReMkv3bfCWKXWWAB7iKhqVicfX3vv6g69AJVXRb7Cqroge4k6XT/KZB+IWkCvzqjtjaO1kxwKV3sgZ4mKQkh0l6d3wcv/1Ke2z9wyQHcDnDpFh1OrgTHbAnR51E8m2drOgrbbEEJjqcqriciQ4N+KNnwOfOmlnGs/HJyAKxPgCrexrMZGQUmIliYQ5SndyNu2jjsdFX4rE+AKs7GXaaycWd8cnI9FgLODUZLzb0rdWx2MCA+80cA2bADDijDBkwA2bAyVEMmAEz4PTMBQC4Y3D74Wa4iUUOfb9JA3DHTp1XbhewYvTaA6lP56gQsBnTPnWPzCBMUT15m4D7/p+6J+9W6RIBw5QyzkqZwEfPbMFpjYXrM79bCWCYX47txXntgY04tXE4aSqzDsAwpTyNN5nBsxsETkTitMb0LdlfLhsw3lQIQG0A1orOfu5XH/1gPwnAuFNHAdXzywB633VPv/Y3CTuz6gCMt6wA0Ggp4fMS9A0PPfWnXZ/JUR1glJqIvBADnN+BK2iDEbDZi6MB53PgqtpgNREJkr6sAed34LIB2+fonDVV9JYeHLgCwOp2Yb0XB6vojTkduCrA0RN0dqy5H6voDT04cLmAF4S+w3vBPiOrJwcuHfBhffOv2YuDnaycDlwN4Glh7+2eFht0J6sHBy6/ioZucyzwg/3nHxbxBf/aAIPTmgdgmYZYOrDsVSdtCagDMFTR0G0GvgardOA9YyLnLcNlj4Pt4q4JSAc+Kv/TuMvkm4+wXRw2e3GkA6sH8pTKtwfCepdV9JQG6cDqWTwUANsH6egAOvCW9k1ZNQK2e6z0WAkdeGPiFviaAGMXemfEFx14Q967/vsDnIewIrpgNlpppAtq2JQLcNEizABst+DE9uIcvnmmGsA5COsnV0qSO517wKUD5wecCjEtLof/QTWMm6xsAB34Qu4qunARZhCGahh3XDl7cbALnaeK9pC5bDxQDcMmqydvi57hgF3o3FV0v4DzETbPk40eLHsWutA5O1nFizCrjrZbcKK9ODgkztPJ8pG7HITV8xt2qsfzYWO8E/paeTtZ6QzTc5eDcCF5KMES1xv85C4HokLKQJgeOxCA+bU6aT+fkbty8fopwpIIe8tcuXizCGbljl9t5yFzteHNBlwaYu8vp6SKFzNXDmIfL6dU2SOPt+XViUvJXS148wFu+X/5baHCKj2XtHPXWy7LMYZFRgw4cDHgwMWAAxcDDlwMOHAx4MDFgAMXAw5cDDhwMeDAxYADFwMOXAw4cDHgwMWAAxcDDlwMOHAx4MDFgAMXAw5cDDhwMeDAxYADFwMOXAw4cDHgwPX/pHI0Dg6zRkoAAAAASUVORK5CYII=)

#predictions on 'trainset'  
treePred <- predict(model.rpart,newdata=testset[-5],type = 'class')  
treePred

## 3 5 15 21 31 34 37   
## setosa setosa setosa setosa setosa setosa setosa   
## 41 48 49 51 53 62 66   
## setosa setosa setosa versicolor versicolor versicolor versicolor   
## 71 81 82 83 86 92 107   
## virginica versicolor versicolor versicolor versicolor versicolor versicolor   
## 109 110 113 118 130 135 142   
## virginica virginica virginica virginica versicolor versicolor virginica   
## 144 149   
## virginica virginica   
## Levels: setosa versicolor virginica

#verifies accuracy on 'trainset'  
confusionMatrix(predict(object = model.rpart,newdata = trainset[,1:4],type="class"),trainset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 40 0 0  
## versicolor 0 40 2  
## virginica 0 0 38  
##   
## Overall Statistics  
##   
## Accuracy : 0.9833   
## 95% CI : (0.9411, 0.998)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.975   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 1.0000 0.9500  
## Specificity 1.0000 0.9750 1.0000  
## Pos Pred Value 1.0000 0.9524 1.0000  
## Neg Pred Value 1.0000 1.0000 0.9756  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3333 0.3167  
## Detection Prevalence 0.3333 0.3500 0.3167  
## Balanced Accuracy 1.0000 0.9875 0.9750

#checks accuracy on 'testset'  
pred\_test<-predict(object = model.rpart,  
 newdata = testset[,1:4],  
 type="class")  
confusionMatrix(pred\_test,testset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 10 0 0  
## versicolor 0 9 3  
## virginica 0 1 7  
##   
## Overall Statistics  
##   
## Accuracy : 0.8667   
## 95% CI : (0.6928, 0.9624)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 2.296e-09   
##   
## Kappa : 0.8   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9000 0.7000  
## Specificity 1.0000 0.8500 0.9500  
## Pos Pred Value 1.0000 0.7500 0.8750  
## Neg Pred Value 1.0000 0.9444 0.8636  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3000 0.2333  
## Detection Prevalence 0.3333 0.4000 0.2667  
## Balanced Accuracy 1.0000 0.8750 0.8250

*~Linear Discriminant Analysis~*

This classifier is most commonly used as a dimensionality reduction technique in the pre-processing step for pattern-classification and machine learning applications. The goal is to project a dataset onto a lower-dimensional space with good class-separability in order avoid over fitting and also reduce computational costs.

#set seed for reproduceability  
set.seed(1000)  
  
#fits model  
model.lda<-train(x = trainset[,1:4],y = trainset[,5], method = "lda",metric = "Accuracy")  
  
#prints model  
print(model.lda)

## Linear Discriminant Analysis   
##   
## 120 samples  
## 4 predictor  
## 3 classes: 'setosa', 'versicolor', 'virginica'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 120, 120, 120, 120, 120, 120, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.98045 0.9702875

#verifies accuracy on 'trainset'  
pred<-predict(object = model.lda,newdata = trainset[,1:4])  
confusionMatrix(pred,trainset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 40 0 0  
## versicolor 0 39 1  
## virginica 0 1 39  
##   
## Overall Statistics  
##   
## Accuracy : 0.9833   
## 95% CI : (0.9411, 0.998)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.975   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9750 0.9750  
## Specificity 1.0000 0.9875 0.9875  
## Pos Pred Value 1.0000 0.9750 0.9750  
## Neg Pred Value 1.0000 0.9875 0.9875  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3250 0.3250  
## Detection Prevalence 0.3333 0.3333 0.3333  
## Balanced Accuracy 1.0000 0.9812 0.9812

#verifies accuracy on 'testset'  
pred\_test<-predict(object = model.lda,newdata = testset[,1:4])  
confusionMatrix(pred\_test,testset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 10 0 0  
## versicolor 0 9 0  
## virginica 0 1 10  
##   
## Overall Statistics  
##   
## Accuracy : 0.9667   
## 95% CI : (0.8278, 0.9992)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 2.963e-13   
##   
## Kappa : 0.95   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9000 1.0000  
## Specificity 1.0000 1.0000 0.9500  
## Pos Pred Value 1.0000 1.0000 0.9091  
## Neg Pred Value 1.0000 0.9524 1.0000  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3000 0.3333  
## Detection Prevalence 0.3333 0.3000 0.3667  
## Balanced Accuracy 1.0000 0.9500 0.9750

*~Random Forest Algorithm~*

This kind of classifier creates a model that averages the predictions from many other such classification trees. This class of algorithms uses different attributes for growing each tree.

#fits model  
model.rf <- randomForest(Species~.,data=trainset,ntree=100,proximity=TRUE)  
print(model.rf)

##   
## Call:  
## randomForest(formula = Species ~ ., data = trainset, ntree = 100, proximity = TRUE)   
## Type of random forest: classification  
## Number of trees: 100  
## No. of variables tried at each split: 2  
##   
## OOB estimate of error rate: 4.17%  
## Confusion matrix:  
## setosa versicolor virginica class.error  
## setosa 40 0 0 0.000  
## versicolor 0 37 3 0.075  
## virginica 0 2 38 0.050

#verifies accuracy on 'trainset'  
confusionMatrix(pred,trainset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 40 0 0  
## versicolor 0 39 1  
## virginica 0 1 39  
##   
## Overall Statistics  
##   
## Accuracy : 0.9833   
## 95% CI : (0.9411, 0.998)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.975   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9750 0.9750  
## Specificity 1.0000 0.9875 0.9875  
## Pos Pred Value 1.0000 0.9750 0.9750  
## Neg Pred Value 1.0000 0.9875 0.9875  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3250 0.3250  
## Detection Prevalence 0.3333 0.3333 0.3333  
## Balanced Accuracy 1.0000 0.9812 0.9812

#verifies accuracy on 'testset'  
pred\_test<-predict(object = model.rf,newdata = testset[,1:4],type="class")  
confusionMatrix(pred\_test,testset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 10 0 0  
## versicolor 0 9 3  
## virginica 0 1 7  
##   
## Overall Statistics  
##   
## Accuracy : 0.8667   
## 95% CI : (0.6928, 0.9624)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 2.296e-09   
##   
## Kappa : 0.8   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9000 0.7000  
## Specificity 1.0000 0.8500 0.9500  
## Pos Pred Value 1.0000 0.7500 0.8750  
## Neg Pred Value 1.0000 0.9444 0.8636  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3000 0.2333  
## Detection Prevalence 0.3333 0.4000 0.2667  
## Balanced Accuracy 1.0000 0.8750 0.8250

*~Gradient Boosting Method~*

This classifier uses a technique called ‘boosting’ where we still grow decision classification trees, but each successive tree is grown with an intent to correctly classify the missclassified data from the previous tree.

#set seed for reproduceability  
set.seed(124)  
  
#fits model  
model.gbm <- train(Species~.,data = trainset,method = "gbm")

## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3144  
## 2 0.8878 nan 0.1000 0.2081  
## 3 0.7378 nan 0.1000 0.1364  
## 4 0.6288 nan 0.1000 0.1302  
## 5 0.5368 nan 0.1000 0.1242  
## 6 0.4486 nan 0.1000 0.0984  
## 7 0.3795 nan 0.1000 0.0873  
## 8 0.3224 nan 0.1000 0.0663  
## 9 0.2742 nan 0.1000 0.0493  
## 10 0.2383 nan 0.1000 0.0517  
## 20 0.0566 nan 0.1000 0.0108  
## 40 0.0039 nan 0.1000 0.0007  
## 60 0.0003 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4349  
## 2 0.8221 nan 0.1000 0.2654  
## 3 0.6484 nan 0.1000 0.1554  
## 4 0.5326 nan 0.1000 0.1766  
## 5 0.4210 nan 0.1000 0.1162  
## 6 0.3436 nan 0.1000 0.0913  
## 7 0.2833 nan 0.1000 0.0846  
## 8 0.2270 nan 0.1000 0.0686  
## 9 0.1830 nan 0.1000 0.0540  
## 10 0.1479 nan 0.1000 0.0447  
## 20 0.0200 nan 0.1000 0.0057  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3374  
## 2 0.8663 nan 0.1000 0.3201  
## 3 0.6655 nan 0.1000 0.2257  
## 4 0.5198 nan 0.1000 0.1719  
## 5 0.4108 nan 0.1000 0.0958  
## 6 0.3418 nan 0.1000 0.1076  
## 7 0.2738 nan 0.1000 0.0848  
## 8 0.2203 nan 0.1000 0.0669  
## 9 0.1777 nan 0.1000 0.0530  
## 10 0.1439 nan 0.1000 0.0433  
## 20 0.0187 nan 0.1000 0.0052  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3205  
## 2 0.8864 nan 0.1000 0.2230  
## 3 0.7320 nan 0.1000 0.1703  
## 4 0.6140 nan 0.1000 0.1271  
## 5 0.5214 nan 0.1000 0.1149  
## 6 0.4427 nan 0.1000 0.0933  
## 7 0.3764 nan 0.1000 0.0778  
## 8 0.3220 nan 0.1000 0.0636  
## 9 0.2771 nan 0.1000 0.0554  
## 10 0.2400 nan 0.1000 0.0427  
## 20 0.0755 nan 0.1000 0.0119  
## 40 0.0178 nan 0.1000 -0.0019  
## 60 0.0083 nan 0.1000 0.0001  
## 80 0.0036 nan 0.1000 -0.0009  
## 100 0.0020 nan 0.1000 -0.0001  
## 120 0.0008 nan 0.1000 -0.0001  
## 140 0.0003 nan 0.1000 -0.0000  
## 150 0.0003 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3402  
## 2 0.8674 nan 0.1000 0.2396  
## 3 0.7079 nan 0.1000 0.2336  
## 4 0.5540 nan 0.1000 0.1366  
## 5 0.4601 nan 0.1000 0.1062  
## 6 0.3879 nan 0.1000 0.1088  
## 7 0.3166 nan 0.1000 0.0870  
## 8 0.2600 nan 0.1000 0.0732  
## 9 0.2127 nan 0.1000 0.0573  
## 10 0.1750 nan 0.1000 0.0260  
## 20 0.0428 nan 0.1000 0.0038  
## 40 0.0067 nan 0.1000 -0.0016  
## 60 0.0020 nan 0.1000 0.0001  
## 80 0.0007 nan 0.1000 -0.0001  
## 100 0.0003 nan 0.1000 -0.0000  
## 120 0.0002 nan 0.1000 -0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3044  
## 2 0.8853 nan 0.1000 0.3127  
## 3 0.6846 nan 0.1000 0.1752  
## 4 0.5651 nan 0.1000 0.1784  
## 5 0.4484 nan 0.1000 0.1359  
## 6 0.3634 nan 0.1000 0.1033  
## 7 0.2974 nan 0.1000 0.0806  
## 8 0.2448 nan 0.1000 0.0667  
## 9 0.2012 nan 0.1000 0.0487  
## 10 0.1685 nan 0.1000 0.0424  
## 20 0.0381 nan 0.1000 0.0038  
## 40 0.0066 nan 0.1000 0.0004  
## 60 0.0023 nan 0.1000 -0.0009  
## 80 0.0010 nan 0.1000 -0.0003  
## 100 0.0008 nan 0.1000 -0.0000  
## 120 0.0003 nan 0.1000 -0.0000  
## 140 0.0002 nan 0.1000 -0.0001  
## 150 0.0002 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3069  
## 2 0.8876 nan 0.1000 0.2417  
## 3 0.7282 nan 0.1000 0.1810  
## 4 0.6072 nan 0.1000 0.1462  
## 5 0.5086 nan 0.1000 0.1172  
## 6 0.4307 nan 0.1000 0.0850  
## 7 0.3682 nan 0.1000 0.0668  
## 8 0.3181 nan 0.1000 0.0695  
## 9 0.2713 nan 0.1000 0.0457  
## 10 0.2369 nan 0.1000 0.0510  
## 20 0.0546 nan 0.1000 0.0112  
## 40 0.0035 nan 0.1000 0.0007  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4385  
## 2 0.8221 nan 0.1000 0.2162  
## 3 0.6714 nan 0.1000 0.2375  
## 4 0.5235 nan 0.1000 0.1767  
## 5 0.4135 nan 0.1000 0.1319  
## 6 0.3296 nan 0.1000 0.1035  
## 7 0.2641 nan 0.1000 0.0813  
## 8 0.2127 nan 0.1000 0.0643  
## 9 0.1718 nan 0.1000 0.0522  
## 10 0.1392 nan 0.1000 0.0298  
## 20 0.0189 nan 0.1000 0.0055  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3485  
## 2 0.8446 nan 0.1000 0.3117  
## 3 0.6472 nan 0.1000 0.2210  
## 4 0.5064 nan 0.1000 0.1669  
## 5 0.4004 nan 0.1000 0.0882  
## 6 0.3363 nan 0.1000 0.0785  
## 7 0.2816 nan 0.1000 0.0882  
## 8 0.2266 nan 0.1000 0.0703  
## 9 0.1829 nan 0.1000 0.0555  
## 10 0.1482 nan 0.1000 0.0449  
## 20 0.0192 nan 0.1000 0.0054  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2438  
## 2 0.9013 nan 0.1000 0.2232  
## 3 0.7472 nan 0.1000 0.1763  
## 4 0.6299 nan 0.1000 0.1404  
## 5 0.5381 nan 0.1000 0.1049  
## 6 0.4632 nan 0.1000 0.0813  
## 7 0.4006 nan 0.1000 0.0802  
## 8 0.3487 nan 0.1000 0.0611  
## 9 0.3032 nan 0.1000 0.0463  
## 10 0.2629 nan 0.1000 0.0395  
## 20 0.0957 nan 0.1000 0.0096  
## 40 0.0347 nan 0.1000 0.0016  
## 60 0.0156 nan 0.1000 -0.0005  
## 80 0.0084 nan 0.1000 -0.0008  
## 100 0.0049 nan 0.1000 -0.0006  
## 120 0.0030 nan 0.1000 -0.0004  
## 140 0.0020 nan 0.1000 0.0001  
## 150 0.0014 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3920  
## 2 0.8407 nan 0.1000 0.2138  
## 3 0.6786 nan 0.1000 0.2072  
## 4 0.5451 nan 0.1000 0.1206  
## 5 0.4530 nan 0.1000 0.1191  
## 6 0.3707 nan 0.1000 0.0941  
## 7 0.3084 nan 0.1000 0.0710  
## 8 0.2586 nan 0.1000 0.0617  
## 9 0.2159 nan 0.1000 0.0436  
## 10 0.1849 nan 0.1000 0.0392  
## 20 0.0619 nan 0.1000 0.0063  
## 40 0.0171 nan 0.1000 0.0010  
## 60 0.0060 nan 0.1000 -0.0002  
## 80 0.0021 nan 0.1000 -0.0002  
## 100 0.0010 nan 0.1000 0.0001  
## 120 0.0004 nan 0.1000 0.0000  
## 140 0.0001 nan 0.1000 0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3982  
## 2 0.8375 nan 0.1000 0.2263  
## 3 0.6735 nan 0.1000 0.1608  
## 4 0.5535 nan 0.1000 0.1574  
## 5 0.4507 nan 0.1000 0.1240  
## 6 0.3698 nan 0.1000 0.0897  
## 7 0.3039 nan 0.1000 0.0592  
## 8 0.2596 nan 0.1000 0.0482  
## 9 0.2230 nan 0.1000 0.0399  
## 10 0.1913 nan 0.1000 0.0442  
## 20 0.0618 nan 0.1000 -0.0010  
## 40 0.0132 nan 0.1000 0.0005  
## 60 0.0050 nan 0.1000 0.0006  
## 80 0.0015 nan 0.1000 0.0001  
## 100 0.0006 nan 0.1000 -0.0000  
## 120 0.0004 nan 0.1000 -0.0001  
## 140 0.0001 nan 0.1000 0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2865  
## 2 0.8886 nan 0.1000 0.2132  
## 3 0.7313 nan 0.1000 0.1719  
## 4 0.6104 nan 0.1000 0.1270  
## 5 0.5187 nan 0.1000 0.1058  
## 6 0.4454 nan 0.1000 0.0897  
## 7 0.3829 nan 0.1000 0.0716  
## 8 0.3306 nan 0.1000 0.0529  
## 9 0.2903 nan 0.1000 0.0543  
## 10 0.2554 nan 0.1000 0.0359  
## 20 0.0874 nan 0.1000 0.0080  
## 40 0.0208 nan 0.1000 -0.0019  
## 60 0.0100 nan 0.1000 0.0007  
## 80 0.0060 nan 0.1000 -0.0002  
## 100 0.0026 nan 0.1000 -0.0010  
## 120 0.0019 nan 0.1000 -0.0008  
## 140 0.0015 nan 0.1000 -0.0006  
## 150 0.0025 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3325  
## 2 0.8758 nan 0.1000 0.2983  
## 3 0.6826 nan 0.1000 0.1582  
## 4 0.5703 nan 0.1000 0.1716  
## 5 0.4542 nan 0.1000 0.0913  
## 6 0.3840 nan 0.1000 0.1062  
## 7 0.3146 nan 0.1000 0.0847  
## 8 0.2589 nan 0.1000 0.0673  
## 9 0.2158 nan 0.1000 0.0507  
## 10 0.1818 nan 0.1000 0.0294  
## 20 0.0483 nan 0.1000 0.0017  
## 40 0.0092 nan 0.1000 -0.0011  
## 60 0.0035 nan 0.1000 0.0005  
## 80 0.0013 nan 0.1000 -0.0005  
## 100 0.0008 nan 0.1000 -0.0002  
## 120 0.0006 nan 0.1000 0.0001  
## 140 0.0007 nan 0.1000 -0.0004  
## 150 0.0004 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3791  
## 2 0.8540 nan 0.1000 0.2614  
## 3 0.6811 nan 0.1000 0.2114  
## 4 0.5367 nan 0.1000 0.1453  
## 5 0.4421 nan 0.1000 0.1278  
## 6 0.3602 nan 0.1000 0.0827  
## 7 0.3016 nan 0.1000 0.0794  
## 8 0.2501 nan 0.1000 0.0631  
## 9 0.2088 nan 0.1000 0.0468  
## 10 0.1742 nan 0.1000 0.0353  
## 20 0.0435 nan 0.1000 0.0051  
## 40 0.0114 nan 0.1000 0.0009  
## 60 0.0041 nan 0.1000 -0.0008  
## 80 0.0020 nan 0.1000 -0.0007  
## 100 0.0011 nan 0.1000 -0.0004  
## 120 0.0008 nan 0.1000 0.0001  
## 140 0.0012 nan 0.1000 -0.0007  
## 150 0.0005 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3175  
## 2 0.8873 nan 0.1000 0.2468  
## 3 0.7275 nan 0.1000 0.1857  
## 4 0.6052 nan 0.1000 0.1354  
## 5 0.5095 nan 0.1000 0.1216  
## 6 0.4295 nan 0.1000 0.0983  
## 7 0.3615 nan 0.1000 0.0755  
## 8 0.3087 nan 0.1000 0.0675  
## 9 0.2634 nan 0.1000 0.0546  
## 10 0.2263 nan 0.1000 0.0514  
## 20 0.0507 nan 0.1000 0.0099  
## 40 0.0033 nan 0.1000 0.0007  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4312  
## 2 0.8221 nan 0.1000 0.2979  
## 3 0.6334 nan 0.1000 0.1636  
## 4 0.5215 nan 0.1000 0.1696  
## 5 0.4123 nan 0.1000 0.0915  
## 6 0.3425 nan 0.1000 0.0737  
## 7 0.2897 nan 0.1000 0.0895  
## 8 0.2328 nan 0.1000 0.0726  
## 9 0.1879 nan 0.1000 0.0502  
## 10 0.1552 nan 0.1000 0.0472  
## 20 0.0221 nan 0.1000 0.0063  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3229  
## 2 0.8753 nan 0.1000 0.2320  
## 3 0.7123 nan 0.1000 0.1575  
## 4 0.5940 nan 0.1000 0.1973  
## 5 0.4656 nan 0.1000 0.1494  
## 6 0.3691 nan 0.1000 0.1163  
## 7 0.2950 nan 0.1000 0.0916  
## 8 0.2368 nan 0.1000 0.0713  
## 9 0.1909 nan 0.1000 0.0586  
## 10 0.1544 nan 0.1000 0.0354  
## 20 0.0212 nan 0.1000 0.0062  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3193  
## 2 0.8827 nan 0.1000 0.2132  
## 3 0.7293 nan 0.1000 0.1705  
## 4 0.6123 nan 0.1000 0.1355  
## 5 0.5201 nan 0.1000 0.1001  
## 6 0.4481 nan 0.1000 0.0857  
## 7 0.3858 nan 0.1000 0.0812  
## 8 0.3322 nan 0.1000 0.0648  
## 9 0.2889 nan 0.1000 0.0527  
## 10 0.2508 nan 0.1000 0.0506  
## 20 0.0772 nan 0.1000 0.0084  
## 40 0.0279 nan 0.1000 -0.0009  
## 60 0.0160 nan 0.1000 -0.0006  
## 80 0.0132 nan 0.1000 -0.0007  
## 100 0.0099 nan 0.1000 -0.0010  
## 120 0.0079 nan 0.1000 -0.0013  
## 140 0.0048 nan 0.1000 -0.0002  
## 150 0.0048 nan 0.1000 -0.0016  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4243  
## 2 0.8343 nan 0.1000 0.2962  
## 3 0.6507 nan 0.1000 0.2122  
## 4 0.5132 nan 0.1000 0.1593  
## 5 0.4133 nan 0.1000 0.1208  
## 6 0.3340 nan 0.1000 0.0908  
## 7 0.2725 nan 0.1000 0.0635  
## 8 0.2288 nan 0.1000 0.0549  
## 9 0.1928 nan 0.1000 0.0482  
## 10 0.1628 nan 0.1000 0.0387  
## 20 0.0485 nan 0.1000 0.0003  
## 40 0.0196 nan 0.1000 -0.0032  
## 60 0.0102 nan 0.1000 -0.0008  
## 80 0.0065 nan 0.1000 -0.0020  
## 100 0.0084 nan 0.1000 0.0001  
## 120 0.0039 nan 0.1000 -0.0011  
## 140 0.0020 nan 0.1000 -0.0002  
## 150 0.0015 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4205  
## 2 0.8258 nan 0.1000 0.2845  
## 3 0.6434 nan 0.1000 0.2003  
## 4 0.5079 nan 0.1000 0.1508  
## 5 0.4065 nan 0.1000 0.1214  
## 6 0.3313 nan 0.1000 0.0824  
## 7 0.2749 nan 0.1000 0.0741  
## 8 0.2281 nan 0.1000 0.0606  
## 9 0.1907 nan 0.1000 0.0468  
## 10 0.1612 nan 0.1000 0.0299  
## 20 0.0462 nan 0.1000 0.0028  
## 40 0.0141 nan 0.1000 0.0008  
## 60 0.0083 nan 0.1000 -0.0023  
## 80 0.0053 nan 0.1000 -0.0003  
## 100 0.0030 nan 0.1000 -0.0006  
## 120 0.0021 nan 0.1000 -0.0007  
## 140 0.0017 nan 0.1000 -0.0001  
## 150 0.0023 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3149  
## 2 0.8896 nan 0.1000 0.2400  
## 3 0.7336 nan 0.1000 0.1740  
## 4 0.6100 nan 0.1000 0.1383  
## 5 0.5141 nan 0.1000 0.1066  
## 6 0.4382 nan 0.1000 0.0945  
## 7 0.3729 nan 0.1000 0.0658  
## 8 0.3255 nan 0.1000 0.0680  
## 9 0.2830 nan 0.1000 0.0555  
## 10 0.2457 nan 0.1000 0.0473  
## 20 0.0779 nan 0.1000 0.0087  
## 40 0.0199 nan 0.1000 -0.0013  
## 60 0.0091 nan 0.1000 -0.0020  
## 80 0.0052 nan 0.1000 -0.0015  
## 100 0.0028 nan 0.1000 -0.0005  
## 120 0.0018 nan 0.1000 -0.0004  
## 140 0.0021 nan 0.1000 -0.0000  
## 150 0.0015 nan 0.1000 -0.0004  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3695  
## 2 0.8513 nan 0.1000 0.2967  
## 3 0.6579 nan 0.1000 0.1941  
## 4 0.5273 nan 0.1000 0.1381  
## 5 0.4343 nan 0.1000 0.1281  
## 6 0.3489 nan 0.1000 0.1006  
## 7 0.2831 nan 0.1000 0.0573  
## 8 0.2436 nan 0.1000 0.0531  
## 9 0.2055 nan 0.1000 0.0536  
## 10 0.1697 nan 0.1000 0.0288  
## 20 0.0447 nan 0.1000 0.0009  
## 40 0.0083 nan 0.1000 -0.0013  
## 60 0.0038 nan 0.1000 0.0001  
## 80 0.0013 nan 0.1000 -0.0003  
## 100 0.0012 nan 0.1000 -0.0000  
## 120 0.0024 nan 0.1000 -0.0000  
## 140 0.0026 nan 0.1000 -0.0014  
## 150 0.0015 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3446  
## 2 0.8622 nan 0.1000 0.2093  
## 3 0.7091 nan 0.1000 0.1856  
## 4 0.5820 nan 0.1000 0.1770  
## 5 0.4603 nan 0.1000 0.1409  
## 6 0.3704 nan 0.1000 0.1060  
## 7 0.2989 nan 0.1000 0.0736  
## 8 0.2488 nan 0.1000 0.0670  
## 9 0.2042 nan 0.1000 0.0516  
## 10 0.1714 nan 0.1000 0.0429  
## 20 0.0439 nan 0.1000 0.0013  
## 40 0.0095 nan 0.1000 -0.0015  
## 60 0.0037 nan 0.1000 -0.0002  
## 80 0.0023 nan 0.1000 -0.0011  
## 100 0.0017 nan 0.1000 -0.0001  
## 120 0.0011 nan 0.1000 -0.0001  
## 140 0.0016 nan 0.1000 -0.0000  
## 150 0.0014 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2629  
## 2 0.8986 nan 0.1000 0.2247  
## 3 0.7473 nan 0.1000 0.1412  
## 4 0.6381 nan 0.1000 0.1296  
## 5 0.5469 nan 0.1000 0.1118  
## 6 0.4711 nan 0.1000 0.0991  
## 7 0.4061 nan 0.1000 0.0729  
## 8 0.3553 nan 0.1000 0.0564  
## 9 0.3134 nan 0.1000 0.0615  
## 10 0.2700 nan 0.1000 0.0492  
## 20 0.0910 nan 0.1000 0.0111  
## 40 0.0348 nan 0.1000 -0.0016  
## 60 0.0174 nan 0.1000 0.0003  
## 80 0.0085 nan 0.1000 -0.0017  
## 100 0.0066 nan 0.1000 -0.0019  
## 120 0.0035 nan 0.1000 -0.0001  
## 140 0.0030 nan 0.1000 -0.0001  
## 150 0.0020 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4126  
## 2 0.8399 nan 0.1000 0.1908  
## 3 0.7005 nan 0.1000 0.1945  
## 4 0.5598 nan 0.1000 0.1723  
## 5 0.4488 nan 0.1000 0.1286  
## 6 0.3677 nan 0.1000 0.0987  
## 7 0.2991 nan 0.1000 0.0747  
## 8 0.2459 nan 0.1000 0.0601  
## 9 0.2062 nan 0.1000 0.0497  
## 10 0.1726 nan 0.1000 0.0359  
## 20 0.0500 nan 0.1000 -0.0006  
## 40 0.0155 nan 0.1000 -0.0029  
## 60 0.0053 nan 0.1000 -0.0004  
## 80 0.0063 nan 0.1000 0.0001  
## 100 0.0048 nan 0.1000 -0.0003  
## 120 0.0014 nan 0.1000 -0.0005  
## 140 0.0011 nan 0.1000 -0.0001  
## 150 0.0014 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3779  
## 2 0.8496 nan 0.1000 0.2907  
## 3 0.6589 nan 0.1000 0.1641  
## 4 0.5396 nan 0.1000 0.1446  
## 5 0.4403 nan 0.1000 0.1282  
## 6 0.3577 nan 0.1000 0.0956  
## 7 0.2903 nan 0.1000 0.0645  
## 8 0.2432 nan 0.1000 0.0648  
## 9 0.2005 nan 0.1000 0.0380  
## 10 0.1732 nan 0.1000 0.0395  
## 20 0.0475 nan 0.1000 0.0042  
## 40 0.0098 nan 0.1000 -0.0013  
## 60 0.0059 nan 0.1000 0.0001  
## 80 0.0020 nan 0.1000 -0.0008  
## 100 0.0007 nan 0.1000 -0.0001  
## 120 0.0008 nan 0.1000 -0.0001  
## 140 0.0008 nan 0.1000 -0.0000  
## 150 0.0007 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3188  
## 2 0.8789 nan 0.1000 0.2237  
## 3 0.7155 nan 0.1000 0.1751  
## 4 0.5941 nan 0.1000 0.1358  
## 5 0.5020 nan 0.1000 0.1102  
## 6 0.4280 nan 0.1000 0.0915  
## 7 0.3672 nan 0.1000 0.0680  
## 8 0.3135 nan 0.1000 0.0543  
## 9 0.2717 nan 0.1000 0.0523  
## 10 0.2344 nan 0.1000 0.0431  
## 20 0.0739 nan 0.1000 0.0064  
## 40 0.0159 nan 0.1000 -0.0007  
## 60 0.0065 nan 0.1000 -0.0022  
## 80 0.0033 nan 0.1000 -0.0001  
## 100 0.0021 nan 0.1000 -0.0002  
## 120 0.0017 nan 0.1000 -0.0008  
## 140 0.0017 nan 0.1000 -0.0003  
## 150 0.0018 nan 0.1000 -0.0005  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3122  
## 2 0.8756 nan 0.1000 0.3067  
## 3 0.6803 nan 0.1000 0.1467  
## 4 0.5699 nan 0.1000 0.1772  
## 5 0.4520 nan 0.1000 0.0982  
## 6 0.3817 nan 0.1000 0.0805  
## 7 0.3243 nan 0.1000 0.0909  
## 8 0.2646 nan 0.1000 0.0633  
## 9 0.2194 nan 0.1000 0.0527  
## 10 0.1817 nan 0.1000 0.0377  
## 20 0.0359 nan 0.1000 0.0028  
## 40 0.0058 nan 0.1000 -0.0001  
## 60 0.0021 nan 0.1000 -0.0002  
## 80 0.0006 nan 0.1000 0.0001  
## 100 0.0003 nan 0.1000 -0.0000  
## 120 0.0002 nan 0.1000 -0.0000  
## 140 0.0002 nan 0.1000 -0.0000  
## 150 0.0004 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3714  
## 2 0.8515 nan 0.1000 0.2389  
## 3 0.6868 nan 0.1000 0.1827  
## 4 0.5614 nan 0.1000 0.1317  
## 5 0.4650 nan 0.1000 0.1403  
## 6 0.3715 nan 0.1000 0.0865  
## 7 0.3111 nan 0.1000 0.0834  
## 8 0.2550 nan 0.1000 0.0711  
## 9 0.2078 nan 0.1000 0.0552  
## 10 0.1709 nan 0.1000 0.0386  
## 20 0.0383 nan 0.1000 0.0014  
## 40 0.0074 nan 0.1000 -0.0016  
## 60 0.0025 nan 0.1000 0.0002  
## 80 0.0012 nan 0.1000 -0.0004  
## 100 0.0006 nan 0.1000 -0.0001  
## 120 0.0003 nan 0.1000 -0.0001  
## 140 0.0001 nan 0.1000 -0.0000  
## 150 0.0001 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3171  
## 2 0.8910 nan 0.1000 0.2307  
## 3 0.7402 nan 0.1000 0.1858  
## 4 0.6193 nan 0.1000 0.1322  
## 5 0.5274 nan 0.1000 0.1113  
## 6 0.4497 nan 0.1000 0.0952  
## 7 0.3854 nan 0.1000 0.0783  
## 8 0.3324 nan 0.1000 0.0592  
## 9 0.2888 nan 0.1000 0.0525  
## 10 0.2508 nan 0.1000 0.0490  
## 20 0.0808 nan 0.1000 0.0094  
## 40 0.0292 nan 0.1000 -0.0040  
## 60 0.0168 nan 0.1000 -0.0019  
## 80 0.0077 nan 0.1000 -0.0002  
## 100 0.0052 nan 0.1000 -0.0013  
## 120 0.0027 nan 0.1000 -0.0007  
## 140 0.0021 nan 0.1000 -0.0002  
## 150 0.0013 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4135  
## 2 0.8296 nan 0.1000 0.2803  
## 3 0.6510 nan 0.1000 0.2027  
## 4 0.5179 nan 0.1000 0.1562  
## 5 0.4150 nan 0.1000 0.1168  
## 6 0.3362 nan 0.1000 0.0903  
## 7 0.2756 nan 0.1000 0.0732  
## 8 0.2289 nan 0.1000 0.0546  
## 9 0.1915 nan 0.1000 0.0390  
## 10 0.1620 nan 0.1000 0.0397  
## 20 0.0527 nan 0.1000 0.0016  
## 40 0.0119 nan 0.1000 -0.0029  
## 60 0.0039 nan 0.1000 -0.0003  
## 80 0.0018 nan 0.1000 -0.0005  
## 100 0.0011 nan 0.1000 -0.0004  
## 120 0.0008 nan 0.1000 -0.0003  
## 140 0.0005 nan 0.1000 -0.0002  
## 150 0.0004 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4268  
## 2 0.8373 nan 0.1000 0.2858  
## 3 0.6580 nan 0.1000 0.1812  
## 4 0.5334 nan 0.1000 0.1552  
## 5 0.4283 nan 0.1000 0.1162  
## 6 0.3509 nan 0.1000 0.0947  
## 7 0.2853 nan 0.1000 0.0714  
## 8 0.2370 nan 0.1000 0.0617  
## 9 0.1982 nan 0.1000 0.0471  
## 10 0.1645 nan 0.1000 0.0368  
## 20 0.0472 nan 0.1000 0.0042  
## 40 0.0089 nan 0.1000 -0.0010  
## 60 0.0040 nan 0.1000 -0.0001  
## 80 0.0016 nan 0.1000 -0.0005  
## 100 0.0008 nan 0.1000 -0.0004  
## 120 0.0006 nan 0.1000 -0.0000  
## 140 0.0004 nan 0.1000 -0.0000  
## 150 0.0004 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3047  
## 2 0.8898 nan 0.1000 0.2214  
## 3 0.7422 nan 0.1000 0.1679  
## 4 0.6235 nan 0.1000 0.1282  
## 5 0.5353 nan 0.1000 0.1015  
## 6 0.4635 nan 0.1000 0.0940  
## 7 0.4024 nan 0.1000 0.0664  
## 8 0.3555 nan 0.1000 0.0569  
## 9 0.3118 nan 0.1000 0.0515  
## 10 0.2735 nan 0.1000 0.0432  
## 20 0.1055 nan 0.1000 0.0018  
## 40 0.0449 nan 0.1000 -0.0003  
## 60 0.0237 nan 0.1000 -0.0008  
## 80 0.0146 nan 0.1000 -0.0019  
## 100 0.0098 nan 0.1000 -0.0022  
## 120 0.0058 nan 0.1000 -0.0008  
## 140 0.0056 nan 0.1000 -0.0007  
## 150 0.0039 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3816  
## 2 0.8582 nan 0.1000 0.2850  
## 3 0.6736 nan 0.1000 0.1827  
## 4 0.5533 nan 0.1000 0.1549  
## 5 0.4474 nan 0.1000 0.1225  
## 6 0.3702 nan 0.1000 0.0735  
## 7 0.3178 nan 0.1000 0.0648  
## 8 0.2733 nan 0.1000 0.0630  
## 9 0.2294 nan 0.1000 0.0434  
## 10 0.1925 nan 0.1000 0.0288  
## 20 0.0645 nan 0.1000 -0.0009  
## 40 0.0230 nan 0.1000 -0.0030  
## 60 0.0104 nan 0.1000 -0.0017  
## 80 0.0054 nan 0.1000 -0.0004  
## 100 0.0022 nan 0.1000 -0.0000  
## 120 0.0011 nan 0.1000 -0.0000  
## 140 0.0005 nan 0.1000 -0.0001  
## 150 0.0004 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3672  
## 2 0.8601 nan 0.1000 0.3011  
## 3 0.6753 nan 0.1000 0.1723  
## 4 0.5589 nan 0.1000 0.1627  
## 5 0.4550 nan 0.1000 0.1132  
## 6 0.3793 nan 0.1000 0.0996  
## 7 0.3146 nan 0.1000 0.0721  
## 8 0.2651 nan 0.1000 0.0616  
## 9 0.2234 nan 0.1000 0.0425  
## 10 0.1908 nan 0.1000 0.0336  
## 20 0.0633 nan 0.1000 0.0048  
## 40 0.0192 nan 0.1000 0.0007  
## 60 0.0112 nan 0.1000 0.0001  
## 80 0.0041 nan 0.1000 -0.0001  
## 100 0.0027 nan 0.1000 -0.0006  
## 120 0.0050 nan 0.1000 0.0001  
## 140 0.0019 nan 0.1000 -0.0009  
## 150 0.0027 nan 0.1000 0.0012  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3095  
## 2 0.8825 nan 0.1000 0.2204  
## 3 0.7377 nan 0.1000 0.1788  
## 4 0.6160 nan 0.1000 0.1345  
## 5 0.5242 nan 0.1000 0.1072  
## 6 0.4494 nan 0.1000 0.0919  
## 7 0.3891 nan 0.1000 0.0707  
## 8 0.3393 nan 0.1000 0.0648  
## 9 0.2967 nan 0.1000 0.0479  
## 10 0.2595 nan 0.1000 0.0448  
## 20 0.0922 nan 0.1000 0.0070  
## 40 0.0469 nan 0.1000 0.0023  
## 60 0.0266 nan 0.1000 0.0022  
## 80 0.0146 nan 0.1000 -0.0011  
## 100 0.0097 nan 0.1000 -0.0016  
## 120 0.0091 nan 0.1000 0.0013  
## 140 0.0068 nan 0.1000 -0.0005  
## 150 0.0058 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3098  
## 2 0.8898 nan 0.1000 0.3130  
## 3 0.6877 nan 0.1000 0.1594  
## 4 0.5743 nan 0.1000 0.1624  
## 5 0.4655 nan 0.1000 0.1353  
## 6 0.3810 nan 0.1000 0.0762  
## 7 0.3261 nan 0.1000 0.0794  
## 8 0.2729 nan 0.1000 0.0648  
## 9 0.2304 nan 0.1000 0.0376  
## 10 0.2023 nan 0.1000 0.0469  
## 20 0.0654 nan 0.1000 0.0074  
## 40 0.0203 nan 0.1000 -0.0019  
## 60 0.0079 nan 0.1000 -0.0003  
## 80 0.0037 nan 0.1000 -0.0003  
## 100 0.0020 nan 0.1000 -0.0002  
## 120 0.0019 nan 0.1000 -0.0001  
## 140 0.0010 nan 0.1000 -0.0001  
## 150 0.0013 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4117  
## 2 0.8296 nan 0.1000 0.2166  
## 3 0.6822 nan 0.1000 0.2168  
## 4 0.5489 nan 0.1000 0.1501  
## 5 0.4489 nan 0.1000 0.1260  
## 6 0.3651 nan 0.1000 0.0988  
## 7 0.3003 nan 0.1000 0.0569  
## 8 0.2602 nan 0.1000 0.0619  
## 9 0.2163 nan 0.1000 0.0366  
## 10 0.1876 nan 0.1000 0.0381  
## 20 0.0574 nan 0.1000 0.0064  
## 40 0.0139 nan 0.1000 0.0008  
## 60 0.0056 nan 0.1000 0.0007  
## 80 0.0025 nan 0.1000 -0.0002  
## 100 0.0009 nan 0.1000 0.0001  
## 120 0.0003 nan 0.1000 -0.0000  
## 140 0.0001 nan 0.1000 0.0000  
## 150 0.0001 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3193  
## 2 0.8860 nan 0.1000 0.2038  
## 3 0.7336 nan 0.1000 0.1566  
## 4 0.6181 nan 0.1000 0.1476  
## 5 0.5204 nan 0.1000 0.1167  
## 6 0.4386 nan 0.1000 0.0937  
## 7 0.3723 nan 0.1000 0.0774  
## 8 0.3174 nan 0.1000 0.0601  
## 9 0.2731 nan 0.1000 0.0588  
## 10 0.2309 nan 0.1000 0.0472  
## 20 0.0549 nan 0.1000 0.0096  
## 40 0.0055 nan 0.1000 0.0004  
## 60 0.0008 nan 0.1000 0.0000  
## 80 0.0003 nan 0.1000 -0.0002  
## 100 0.0002 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4149  
## 2 0.8296 nan 0.1000 0.3001  
## 3 0.6388 nan 0.1000 0.1681  
## 4 0.5202 nan 0.1000 0.1220  
## 5 0.4348 nan 0.1000 0.1309  
## 6 0.3494 nan 0.1000 0.1099  
## 7 0.2794 nan 0.1000 0.0859  
## 8 0.2243 nan 0.1000 0.0618  
## 9 0.1835 nan 0.1000 0.0347  
## 10 0.1584 nan 0.1000 0.0462  
## 20 0.0232 nan 0.1000 0.0050  
## 40 0.0010 nan 0.1000 0.0001  
## 60 0.0001 nan 0.1000 -0.0000  
## 80 0.0000 nan 0.1000 -0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4385  
## 2 0.8221 nan 0.1000 0.2379  
## 3 0.6594 nan 0.1000 0.1761  
## 4 0.5399 nan 0.1000 0.1196  
## 5 0.4515 nan 0.1000 0.1386  
## 6 0.3607 nan 0.1000 0.1065  
## 7 0.2915 nan 0.1000 0.0815  
## 8 0.2376 nan 0.1000 0.0699  
## 9 0.1915 nan 0.1000 0.0408  
## 10 0.1638 nan 0.1000 0.0426  
## 20 0.0267 nan 0.1000 0.0077  
## 40 0.0009 nan 0.1000 -0.0001  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0001 nan 0.1000 -0.0001  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3083  
## 2 0.8776 nan 0.1000 0.2287  
## 3 0.7230 nan 0.1000 0.1701  
## 4 0.5941 nan 0.1000 0.1309  
## 5 0.4989 nan 0.1000 0.1083  
## 6 0.4234 nan 0.1000 0.0915  
## 7 0.3590 nan 0.1000 0.0806  
## 8 0.3058 nan 0.1000 0.0616  
## 9 0.2607 nan 0.1000 0.0564  
## 10 0.2223 nan 0.1000 0.0443  
## 20 0.0516 nan 0.1000 0.0102  
## 40 0.0036 nan 0.1000 0.0007  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3415  
## 2 0.8612 nan 0.1000 0.2717  
## 3 0.6794 nan 0.1000 0.1739  
## 4 0.5615 nan 0.1000 0.1593  
## 5 0.4545 nan 0.1000 0.1478  
## 6 0.3609 nan 0.1000 0.0923  
## 7 0.2979 nan 0.1000 0.0921  
## 8 0.2386 nan 0.1000 0.0709  
## 9 0.1923 nan 0.1000 0.0545  
## 10 0.1574 nan 0.1000 0.0417  
## 20 0.0247 nan 0.1000 0.0071  
## 40 0.0009 nan 0.1000 0.0002  
## 60 0.0001 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 -0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4220  
## 2 0.8221 nan 0.1000 0.2296  
## 3 0.6590 nan 0.1000 0.1858  
## 4 0.5365 nan 0.1000 0.1345  
## 5 0.4438 nan 0.1000 0.1342  
## 6 0.3521 nan 0.1000 0.1103  
## 7 0.2815 nan 0.1000 0.0868  
## 8 0.2264 nan 0.1000 0.0687  
## 9 0.1827 nan 0.1000 0.0537  
## 10 0.1477 nan 0.1000 0.0346  
## 20 0.0239 nan 0.1000 0.0071  
## 40 0.0005 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 -0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2854  
## 2 0.8952 nan 0.1000 0.2220  
## 3 0.7381 nan 0.1000 0.1739  
## 4 0.6236 nan 0.1000 0.1429  
## 5 0.5283 nan 0.1000 0.0915  
## 6 0.4582 nan 0.1000 0.0939  
## 7 0.3955 nan 0.1000 0.0710  
## 8 0.3453 nan 0.1000 0.0556  
## 9 0.3035 nan 0.1000 0.0579  
## 10 0.2633 nan 0.1000 0.0470  
## 20 0.0796 nan 0.1000 0.0114  
## 40 0.0161 nan 0.1000 -0.0007  
## 60 0.0111 nan 0.1000 -0.0034  
## 80 0.0048 nan 0.1000 -0.0002  
## 100 0.0033 nan 0.1000 -0.0014  
## 120 0.0019 nan 0.1000 -0.0008  
## 140 0.0015 nan 0.1000 -0.0007  
## 150 0.0015 nan 0.1000 -0.0007  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3997  
## 2 0.8408 nan 0.1000 0.2849  
## 3 0.6530 nan 0.1000 0.1987  
## 4 0.5195 nan 0.1000 0.1240  
## 5 0.4296 nan 0.1000 0.1265  
## 6 0.3482 nan 0.1000 0.0934  
## 7 0.2832 nan 0.1000 0.0613  
## 8 0.2403 nan 0.1000 0.0648  
## 9 0.1981 nan 0.1000 0.0451  
## 10 0.1665 nan 0.1000 0.0413  
## 20 0.0408 nan 0.1000 0.0037  
## 40 0.0081 nan 0.1000 -0.0003  
## 60 0.0041 nan 0.1000 -0.0013  
## 80 0.0016 nan 0.1000 -0.0005  
## 100 0.0015 nan 0.1000 -0.0001  
## 120 0.0015 nan 0.1000 -0.0009  
## 140 0.0006 nan 0.1000 -0.0003  
## 150 0.0005 nan 0.1000 -0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3833  
## 2 0.8489 nan 0.1000 0.2860  
## 3 0.6628 nan 0.1000 0.2110  
## 4 0.5279 nan 0.1000 0.1583  
## 5 0.4216 nan 0.1000 0.1183  
## 6 0.3432 nan 0.1000 0.0960  
## 7 0.2810 nan 0.1000 0.0737  
## 8 0.2307 nan 0.1000 0.0602  
## 9 0.1914 nan 0.1000 0.0472  
## 10 0.1600 nan 0.1000 0.0375  
## 20 0.0359 nan 0.1000 0.0007  
## 40 0.0075 nan 0.1000 -0.0015  
## 60 0.0047 nan 0.1000 0.0002  
## 80 0.0025 nan 0.1000 -0.0010  
## 100 0.0011 nan 0.1000 0.0001  
## 120 0.0006 nan 0.1000 0.0002  
## 140 0.0003 nan 0.1000 -0.0000  
## 150 0.0002 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2997  
## 2 0.8861 nan 0.1000 0.2096  
## 3 0.7343 nan 0.1000 0.1777  
## 4 0.6111 nan 0.1000 0.1205  
## 5 0.5195 nan 0.1000 0.1216  
## 6 0.4386 nan 0.1000 0.1006  
## 7 0.3734 nan 0.1000 0.0847  
## 8 0.3181 nan 0.1000 0.0700  
## 9 0.2728 nan 0.1000 0.0577  
## 10 0.2327 nan 0.1000 0.0473  
## 20 0.0548 nan 0.1000 0.0106  
## 40 0.0036 nan 0.1000 0.0006  
## 60 0.0004 nan 0.1000 0.0000  
## 80 0.0001 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3719  
## 2 0.8408 nan 0.1000 0.2482  
## 3 0.6672 nan 0.1000 0.2188  
## 4 0.5263 nan 0.1000 0.1756  
## 5 0.4140 nan 0.1000 0.1278  
## 6 0.3285 nan 0.1000 0.1003  
## 7 0.2629 nan 0.1000 0.0756  
## 8 0.2140 nan 0.1000 0.0644  
## 9 0.1723 nan 0.1000 0.0468  
## 10 0.1417 nan 0.1000 0.0401  
## 20 0.0205 nan 0.1000 0.0063  
## 40 0.0012 nan 0.1000 0.0001  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0001 nan 0.1000 -0.0000  
## 100 0.0000 nan 0.1000 -0.0000  
## 120 0.0000 nan 0.1000 -0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4367  
## 2 0.8221 nan 0.1000 0.2736  
## 3 0.6410 nan 0.1000 0.2198  
## 4 0.5022 nan 0.1000 0.1638  
## 5 0.3973 nan 0.1000 0.1257  
## 6 0.3171 nan 0.1000 0.0882  
## 7 0.2586 nan 0.1000 0.0786  
## 8 0.2083 nan 0.1000 0.0618  
## 9 0.1684 nan 0.1000 0.0503  
## 10 0.1364 nan 0.1000 0.0398  
## 20 0.0184 nan 0.1000 0.0049  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 -0.0000  
## 100 0.0000 nan 0.1000 -0.0000  
## 120 0.0000 nan 0.1000 -0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3077  
## 2 0.8900 nan 0.1000 0.2163  
## 3 0.7419 nan 0.1000 0.1917  
## 4 0.6162 nan 0.1000 0.1525  
## 5 0.5169 nan 0.1000 0.1173  
## 6 0.4363 nan 0.1000 0.0951  
## 7 0.3701 nan 0.1000 0.0786  
## 8 0.3173 nan 0.1000 0.0635  
## 9 0.2729 nan 0.1000 0.0554  
## 10 0.2358 nan 0.1000 0.0448  
## 20 0.0605 nan 0.1000 0.0056  
## 40 0.0098 nan 0.1000 0.0007  
## 60 0.0023 nan 0.1000 -0.0000  
## 80 0.0014 nan 0.1000 -0.0001  
## 100 0.0010 nan 0.1000 -0.0000  
## 120 0.0007 nan 0.1000 -0.0000  
## 140 0.0009 nan 0.1000 -0.0000  
## 150 0.0016 nan 0.1000 -0.0010  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3282  
## 2 0.8784 nan 0.1000 0.3281  
## 3 0.6724 nan 0.1000 0.2240  
## 4 0.5269 nan 0.1000 0.1212  
## 5 0.4427 nan 0.1000 0.0971  
## 6 0.3751 nan 0.1000 0.1199  
## 7 0.2989 nan 0.1000 0.0845  
## 8 0.2425 nan 0.1000 0.0750  
## 9 0.1954 nan 0.1000 0.0536  
## 10 0.1599 nan 0.1000 0.0403  
## 20 0.0319 nan 0.1000 0.0040  
## 40 0.0081 nan 0.1000 -0.0007  
## 60 0.0037 nan 0.1000 -0.0010  
## 80 0.0016 nan 0.1000 -0.0001  
## 100 0.0006 nan 0.1000 -0.0003  
## 120 0.0004 nan 0.1000 -0.0000  
## 140 0.0002 nan 0.1000 -0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4112  
## 2 0.8296 nan 0.1000 0.2980  
## 3 0.6388 nan 0.1000 0.2140  
## 4 0.5030 nan 0.1000 0.1676  
## 5 0.3978 nan 0.1000 0.1261  
## 6 0.3166 nan 0.1000 0.0704  
## 7 0.2673 nan 0.1000 0.0755  
## 8 0.2175 nan 0.1000 0.0558  
## 9 0.1794 nan 0.1000 0.0518  
## 10 0.1448 nan 0.1000 0.0421  
## 20 0.0236 nan 0.1000 0.0027  
## 40 0.0051 nan 0.1000 -0.0004  
## 60 0.0027 nan 0.1000 -0.0001  
## 80 0.0009 nan 0.1000 -0.0001  
## 100 0.0005 nan 0.1000 0.0000  
## 120 0.0002 nan 0.1000 -0.0001  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3044  
## 2 0.8936 nan 0.1000 0.2252  
## 3 0.7412 nan 0.1000 0.1490  
## 4 0.6297 nan 0.1000 0.1370  
## 5 0.5355 nan 0.1000 0.1167  
## 6 0.4588 nan 0.1000 0.0795  
## 7 0.3954 nan 0.1000 0.0693  
## 8 0.3450 nan 0.1000 0.0606  
## 9 0.3033 nan 0.1000 0.0572  
## 10 0.2637 nan 0.1000 0.0438  
## 20 0.0864 nan 0.1000 0.0097  
## 40 0.0205 nan 0.1000 0.0004  
## 60 0.0088 nan 0.1000 -0.0007  
## 80 0.0038 nan 0.1000 -0.0009  
## 100 0.0019 nan 0.1000 -0.0000  
## 120 0.0012 nan 0.1000 -0.0001  
## 140 0.0006 nan 0.1000 -0.0000  
## 150 0.0003 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3140  
## 2 0.8800 nan 0.1000 0.2299  
## 3 0.7229 nan 0.1000 0.2044  
## 4 0.5847 nan 0.1000 0.1706  
## 5 0.4712 nan 0.1000 0.1251  
## 6 0.3857 nan 0.1000 0.0901  
## 7 0.3205 nan 0.1000 0.0809  
## 8 0.2664 nan 0.1000 0.0684  
## 9 0.2216 nan 0.1000 0.0464  
## 10 0.1907 nan 0.1000 0.0378  
## 20 0.0476 nan 0.1000 0.0043  
## 40 0.0079 nan 0.1000 0.0001  
## 60 0.0033 nan 0.1000 -0.0009  
## 80 0.0012 nan 0.1000 0.0001  
## 100 0.0006 nan 0.1000 -0.0001  
## 120 0.0002 nan 0.1000 -0.0000  
## 140 0.0001 nan 0.1000 -0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3702  
## 2 0.8408 nan 0.1000 0.2164  
## 3 0.6896 nan 0.1000 0.1590  
## 4 0.5726 nan 0.1000 0.1774  
## 5 0.4579 nan 0.1000 0.1332  
## 6 0.3695 nan 0.1000 0.1038  
## 7 0.3016 nan 0.1000 0.0815  
## 8 0.2483 nan 0.1000 0.0582  
## 9 0.2061 nan 0.1000 0.0474  
## 10 0.1721 nan 0.1000 0.0361  
## 20 0.0455 nan 0.1000 0.0027  
## 40 0.0085 nan 0.1000 -0.0006  
## 60 0.0028 nan 0.1000 0.0004  
## 80 0.0014 nan 0.1000 -0.0005  
## 100 0.0007 nan 0.1000 -0.0001  
## 120 0.0003 nan 0.1000 -0.0001  
## 140 0.0001 nan 0.1000 -0.0000  
## 150 0.0001 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2849  
## 2 0.8962 nan 0.1000 0.2061  
## 3 0.7543 nan 0.1000 0.1539  
## 4 0.6466 nan 0.1000 0.1389  
## 5 0.5488 nan 0.1000 0.1042  
## 6 0.4728 nan 0.1000 0.0918  
## 7 0.4097 nan 0.1000 0.0740  
## 8 0.3606 nan 0.1000 0.0639  
## 9 0.3159 nan 0.1000 0.0483  
## 10 0.2786 nan 0.1000 0.0413  
## 20 0.1023 nan 0.1000 0.0111  
## 40 0.0281 nan 0.1000 -0.0014  
## 60 0.0109 nan 0.1000 -0.0004  
## 80 0.0052 nan 0.1000 0.0002  
## 100 0.0026 nan 0.1000 -0.0002  
## 120 0.0014 nan 0.1000 0.0001  
## 140 0.0008 nan 0.1000 -0.0001  
## 150 0.0006 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3881  
## 2 0.8414 nan 0.1000 0.2686  
## 3 0.6635 nan 0.1000 0.1893  
## 4 0.5365 nan 0.1000 0.1322  
## 5 0.4434 nan 0.1000 0.1145  
## 6 0.3642 nan 0.1000 0.0892  
## 7 0.3037 nan 0.1000 0.0717  
## 8 0.2548 nan 0.1000 0.0537  
## 9 0.2157 nan 0.1000 0.0455  
## 10 0.1844 nan 0.1000 0.0339  
## 20 0.0553 nan 0.1000 0.0068  
## 40 0.0118 nan 0.1000 0.0012  
## 60 0.0042 nan 0.1000 -0.0011  
## 80 0.0022 nan 0.1000 -0.0004  
## 100 0.0011 nan 0.1000 -0.0003  
## 120 0.0006 nan 0.1000 -0.0003  
## 140 0.0011 nan 0.1000 -0.0006  
## 150 0.0008 nan 0.1000 0.0002  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3733  
## 2 0.8439 nan 0.1000 0.2705  
## 3 0.6679 nan 0.1000 0.2023  
## 4 0.5361 nan 0.1000 0.1465  
## 5 0.4362 nan 0.1000 0.1147  
## 6 0.3591 nan 0.1000 0.0904  
## 7 0.2943 nan 0.1000 0.0688  
## 8 0.2476 nan 0.1000 0.0528  
## 9 0.2103 nan 0.1000 0.0432  
## 10 0.1778 nan 0.1000 0.0362  
## 20 0.0463 nan 0.1000 0.0030  
## 40 0.0104 nan 0.1000 -0.0008  
## 60 0.0046 nan 0.1000 -0.0002  
## 80 0.0031 nan 0.1000 -0.0003  
## 100 0.0022 nan 0.1000 -0.0011  
## 120 0.0010 nan 0.1000 0.0000  
## 140 0.0002 nan 0.1000 0.0000  
## 150 0.0002 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3099  
## 2 0.8847 nan 0.1000 0.2324  
## 3 0.7292 nan 0.1000 0.1640  
## 4 0.6121 nan 0.1000 0.1389  
## 5 0.5182 nan 0.1000 0.1042  
## 6 0.4458 nan 0.1000 0.0799  
## 7 0.3832 nan 0.1000 0.0762  
## 8 0.3312 nan 0.1000 0.0673  
## 9 0.2848 nan 0.1000 0.0556  
## 10 0.2468 nan 0.1000 0.0480  
## 20 0.0728 nan 0.1000 0.0054  
## 40 0.0151 nan 0.1000 -0.0005  
## 60 0.0061 nan 0.1000 -0.0000  
## 80 0.0028 nan 0.1000 -0.0002  
## 100 0.0017 nan 0.1000 -0.0006  
## 120 0.0006 nan 0.1000 -0.0002  
## 140 0.0003 nan 0.1000 0.0001  
## 150 0.0003 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3356  
## 2 0.8582 nan 0.1000 0.2969  
## 3 0.6598 nan 0.1000 0.2137  
## 4 0.5221 nan 0.1000 0.1594  
## 5 0.4151 nan 0.1000 0.0940  
## 6 0.3475 nan 0.1000 0.0994  
## 7 0.2837 nan 0.1000 0.0772  
## 8 0.2318 nan 0.1000 0.0534  
## 9 0.1941 nan 0.1000 0.0463  
## 10 0.1617 nan 0.1000 0.0269  
## 20 0.0401 nan 0.1000 0.0036  
## 40 0.0092 nan 0.1000 0.0000  
## 60 0.0025 nan 0.1000 -0.0001  
## 80 0.0011 nan 0.1000 -0.0005  
## 100 0.0010 nan 0.1000 -0.0004  
## 120 0.0005 nan 0.1000 -0.0003  
## 140 0.0004 nan 0.1000 -0.0000  
## 150 0.0002 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4150  
## 2 0.8258 nan 0.1000 0.2286  
## 3 0.6646 nan 0.1000 0.1474  
## 4 0.5528 nan 0.1000 0.1696  
## 5 0.4396 nan 0.1000 0.0964  
## 6 0.3643 nan 0.1000 0.0872  
## 7 0.2995 nan 0.1000 0.0855  
## 8 0.2462 nan 0.1000 0.0681  
## 9 0.2015 nan 0.1000 0.0419  
## 10 0.1701 nan 0.1000 0.0370  
## 20 0.0398 nan 0.1000 0.0012  
## 40 0.0062 nan 0.1000 -0.0010  
## 60 0.0018 nan 0.1000 -0.0005  
## 80 0.0008 nan 0.1000 -0.0000  
## 100 0.0003 nan 0.1000 -0.0000  
## 120 0.0002 nan 0.1000 -0.0000  
## 140 0.0001 nan 0.1000 -0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3167  
## 2 0.8862 nan 0.1000 0.2287  
## 3 0.7284 nan 0.1000 0.1807  
## 4 0.6081 nan 0.1000 0.1359  
## 5 0.5133 nan 0.1000 0.1194  
## 6 0.4332 nan 0.1000 0.0939  
## 7 0.3663 nan 0.1000 0.0784  
## 8 0.3127 nan 0.1000 0.0668  
## 9 0.2687 nan 0.1000 0.0563  
## 10 0.2313 nan 0.1000 0.0506  
## 20 0.0526 nan 0.1000 0.0095  
## 40 0.0034 nan 0.1000 0.0006  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4330  
## 2 0.8221 nan 0.1000 0.3000  
## 3 0.6334 nan 0.1000 0.1568  
## 4 0.5239 nan 0.1000 0.1721  
## 5 0.4138 nan 0.1000 0.1167  
## 6 0.3361 nan 0.1000 0.1062  
## 7 0.2692 nan 0.1000 0.0806  
## 8 0.2166 nan 0.1000 0.0646  
## 9 0.1750 nan 0.1000 0.0523  
## 10 0.1417 nan 0.1000 0.0420  
## 20 0.0184 nan 0.1000 0.0053  
## 40 0.0004 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4349  
## 2 0.8221 nan 0.1000 0.2622  
## 3 0.6468 nan 0.1000 0.2202  
## 4 0.5062 nan 0.1000 0.1671  
## 5 0.4009 nan 0.1000 0.1267  
## 6 0.3197 nan 0.1000 0.1006  
## 7 0.2566 nan 0.1000 0.0781  
## 8 0.2067 nan 0.1000 0.0608  
## 9 0.1670 nan 0.1000 0.0499  
## 10 0.1354 nan 0.1000 0.0397  
## 20 0.0177 nan 0.1000 0.0050  
## 40 0.0003 nan 0.1000 0.0001  
## 60 0.0000 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2794  
## 2 0.8937 nan 0.1000 0.1827  
## 3 0.7551 nan 0.1000 0.1823  
## 4 0.6329 nan 0.1000 0.1427  
## 5 0.5362 nan 0.1000 0.1043  
## 6 0.4614 nan 0.1000 0.0906  
## 7 0.3966 nan 0.1000 0.0689  
## 8 0.3448 nan 0.1000 0.0715  
## 9 0.2969 nan 0.1000 0.0431  
## 10 0.2633 nan 0.1000 0.0441  
## 20 0.0861 nan 0.1000 0.0073  
## 40 0.0200 nan 0.1000 -0.0024  
## 60 0.0069 nan 0.1000 0.0003  
## 80 0.0030 nan 0.1000 -0.0001  
## 100 0.0011 nan 0.1000 -0.0002  
## 120 0.0005 nan 0.1000 -0.0002  
## 140 0.0003 nan 0.1000 -0.0001  
## 150 0.0002 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3834  
## 2 0.8533 nan 0.1000 0.2357  
## 3 0.6979 nan 0.1000 0.1984  
## 4 0.5680 nan 0.1000 0.1435  
## 5 0.4706 nan 0.1000 0.1413  
## 6 0.3792 nan 0.1000 0.1064  
## 7 0.3069 nan 0.1000 0.0596  
## 8 0.2650 nan 0.1000 0.0532  
## 9 0.2243 nan 0.1000 0.0594  
## 10 0.1857 nan 0.1000 0.0388  
## 20 0.0444 nan 0.1000 0.0069  
## 40 0.0064 nan 0.1000 0.0003  
## 60 0.0010 nan 0.1000 -0.0000  
## 80 0.0002 nan 0.1000 -0.0001  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3448  
## 2 0.8677 nan 0.1000 0.3019  
## 3 0.6764 nan 0.1000 0.2125  
## 4 0.5438 nan 0.1000 0.1633  
## 5 0.4378 nan 0.1000 0.1080  
## 6 0.3651 nan 0.1000 0.1026  
## 7 0.3004 nan 0.1000 0.0794  
## 8 0.2477 nan 0.1000 0.0589  
## 9 0.2062 nan 0.1000 0.0467  
## 10 0.1739 nan 0.1000 0.0395  
## 20 0.0387 nan 0.1000 0.0049  
## 40 0.0041 nan 0.1000 0.0001  
## 60 0.0009 nan 0.1000 -0.0003  
## 80 0.0006 nan 0.1000 0.0000  
## 100 0.0004 nan 0.1000 -0.0000  
## 120 0.0001 nan 0.1000 -0.0000  
## 140 0.0001 nan 0.1000 -0.0001  
## 150 0.0002 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.2731  
## 2 0.9048 nan 0.1000 0.1932  
## 3 0.7604 nan 0.1000 0.1813  
## 4 0.6374 nan 0.1000 0.1362  
## 5 0.5431 nan 0.1000 0.1147  
## 6 0.4704 nan 0.1000 0.0860  
## 7 0.4085 nan 0.1000 0.0672  
## 8 0.3579 nan 0.1000 0.0636  
## 9 0.3124 nan 0.1000 0.0519  
## 10 0.2763 nan 0.1000 0.0318  
## 20 0.0989 nan 0.1000 0.0116  
## 40 0.0337 nan 0.1000 0.0003  
## 60 0.0208 nan 0.1000 -0.0041  
## 80 0.0108 nan 0.1000 -0.0011  
## 100 0.0063 nan 0.1000 -0.0004  
## 120 0.0038 nan 0.1000 -0.0002  
## 140 0.0027 nan 0.1000 -0.0002  
## 150 0.0023 nan 0.1000 -0.0001  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3790  
## 2 0.8471 nan 0.1000 0.2514  
## 3 0.6701 nan 0.1000 0.1765  
## 4 0.5441 nan 0.1000 0.1103  
## 5 0.4615 nan 0.1000 0.1354  
## 6 0.3723 nan 0.1000 0.1030  
## 7 0.3019 nan 0.1000 0.0496  
## 8 0.2650 nan 0.1000 0.0714  
## 9 0.2192 nan 0.1000 0.0405  
## 10 0.1890 nan 0.1000 0.0456  
## 20 0.0620 nan 0.1000 -0.0074  
## 40 0.0229 nan 0.1000 -0.0035  
## 60 0.0081 nan 0.1000 -0.0009  
## 80 0.0040 nan 0.1000 -0.0005  
## 100 0.0028 nan 0.1000 -0.0007  
## 120 0.0036 nan 0.1000 -0.0001  
## 140 0.0053 nan 0.1000 -0.0008  
## 150 0.0033 nan 0.1000 -0.0015  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4052  
## 2 0.8362 nan 0.1000 0.1984  
## 3 0.6955 nan 0.1000 0.2174  
## 4 0.5580 nan 0.1000 0.1532  
## 5 0.4510 nan 0.1000 0.1264  
## 6 0.3693 nan 0.1000 0.0940  
## 7 0.3029 nan 0.1000 0.0753  
## 8 0.2541 nan 0.1000 0.0529  
## 9 0.2102 nan 0.1000 0.0452  
## 10 0.1772 nan 0.1000 0.0393  
## 20 0.0468 nan 0.1000 -0.0002  
## 40 0.0154 nan 0.1000 -0.0013  
## 60 0.0072 nan 0.1000 0.0002  
## 80 0.0032 nan 0.1000 -0.0002  
## 100 0.0020 nan 0.1000 -0.0001  
## 120 0.0015 nan 0.1000 -0.0001  
## 140 0.0006 nan 0.1000 -0.0003  
## 150 0.0008 nan 0.1000 -0.0003  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.3192  
## 2 0.8828 nan 0.1000 0.2293  
## 3 0.7242 nan 0.1000 0.1746  
## 4 0.6029 nan 0.1000 0.1193  
## 5 0.5131 nan 0.1000 0.1071  
## 6 0.4353 nan 0.1000 0.0993  
## 7 0.3682 nan 0.1000 0.0734  
## 8 0.3149 nan 0.1000 0.0657  
## 9 0.2679 nan 0.1000 0.0502  
## 10 0.2315 nan 0.1000 0.0473  
## 20 0.0558 nan 0.1000 0.0102  
## 40 0.0036 nan 0.1000 0.0006  
## 60 0.0003 nan 0.1000 0.0000  
## 80 0.0000 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4187  
## 2 0.8258 nan 0.1000 0.2837  
## 3 0.6402 nan 0.1000 0.1815  
## 4 0.5131 nan 0.1000 0.1394  
## 5 0.4188 nan 0.1000 0.1333  
## 6 0.3336 nan 0.1000 0.0694  
## 7 0.2823 nan 0.1000 0.0836  
## 8 0.2262 nan 0.1000 0.0665  
## 9 0.1820 nan 0.1000 0.0499  
## 10 0.1491 nan 0.1000 0.0425  
## 20 0.0259 nan 0.1000 0.0044  
## 40 0.0047 nan 0.1000 0.0002  
## 60 0.0008 nan 0.1000 0.0000  
## 80 0.0002 nan 0.1000 -0.0000  
## 100 0.0001 nan 0.1000 0.0000  
## 120 0.0000 nan 0.1000 -0.0000  
## 140 0.0001 nan 0.1000 0.0000  
## 150 0.0001 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4202  
## 2 0.8221 nan 0.1000 0.2549  
## 3 0.6483 nan 0.1000 0.2175  
## 4 0.5069 nan 0.1000 0.1643  
## 5 0.4006 nan 0.1000 0.1216  
## 6 0.3211 nan 0.1000 0.0887  
## 7 0.2603 nan 0.1000 0.0755  
## 8 0.2112 nan 0.1000 0.0610  
## 9 0.1702 nan 0.1000 0.0431  
## 10 0.1410 nan 0.1000 0.0414  
## 20 0.0201 nan 0.1000 0.0043  
## 40 0.0007 nan 0.1000 0.0001  
## 60 0.0002 nan 0.1000 0.0000  
## 80 0.0001 nan 0.1000 0.0000  
## 100 0.0000 nan 0.1000 -0.0000  
## 120 0.0000 nan 0.1000 0.0000  
## 140 0.0000 nan 0.1000 -0.0000  
## 150 0.0000 nan 0.1000 -0.0000  
##   
## Iter TrainDeviance ValidDeviance StepSize Improve  
## 1 1.0986 nan 0.1000 0.4134  
## 2 0.8361 nan 0.1000 0.1986  
## 3 0.6936 nan 0.1000 0.2212  
## 4 0.5468 nan 0.1000 0.1080  
## 5 0.4659 nan 0.1000 0.1350  
## 6 0.3781 nan 0.1000 0.0847  
## 7 0.3201 nan 0.1000 0.0845  
## 8 0.2660 nan 0.1000 0.0685  
## 9 0.2222 nan 0.1000 0.0449  
## 10 0.1891 nan 0.1000 0.0277  
## 20 0.0523 nan 0.1000 0.0020  
## 40 0.0161 nan 0.1000 -0.0000  
## 50 0.0121 nan 0.1000 -0.0006

print(model.gbm)

## Stochastic Gradient Boosting   
##   
## 120 samples  
## 4 predictor  
## 3 classes: 'setosa', 'versicolor', 'virginica'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 120, 120, 120, 120, 120, 120, ...   
## Resampling results across tuning parameters:  
##   
## interaction.depth n.trees Accuracy Kappa   
## 1 50 0.9638842 0.9449151  
## 1 100 0.9629751 0.9435468  
## 1 150 0.9630999 0.9437429  
## 2 50 0.9647749 0.9462438  
## 2 100 0.9632947 0.9440324  
## 2 150 0.9604333 0.9397045  
## 3 50 0.9613212 0.9410635  
## 3 100 0.9587262 0.9370547  
## 3 150 0.9578153 0.9356984  
##   
## Tuning parameter 'shrinkage' was held constant at a value of 0.1  
##   
## Tuning parameter 'n.minobsinnode' was held constant at a value of 10  
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were n.trees = 50, interaction.depth =  
## 2, shrinkage = 0.1 and n.minobsinnode = 10.

#verifies accuracy on 'trainset'  
pred<-predict(object = model.gbm,newdata = trainset[,1:4])  
confusionMatrix(pred,trainset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 40 0 0  
## versicolor 0 40 0  
## virginica 0 0 40  
##   
## Overall Statistics  
##   
## Accuracy : 1   
## 95% CI : (0.9697, 1)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 1.0000 1.0000  
## Specificity 1.0000 1.0000 1.0000  
## Pos Pred Value 1.0000 1.0000 1.0000  
## Neg Pred Value 1.0000 1.0000 1.0000  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3333 0.3333  
## Detection Prevalence 0.3333 0.3333 0.3333  
## Balanced Accuracy 1.0000 1.0000 1.0000

#verifies accuracy on 'testset'  
confusionMatrix(pred\_test,testset$Species)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction setosa versicolor virginica  
## setosa 10 0 0  
## versicolor 0 9 3  
## virginica 0 1 7  
##   
## Overall Statistics  
##   
## Accuracy : 0.8667   
## 95% CI : (0.6928, 0.9624)  
## No Information Rate : 0.3333   
## P-Value [Acc > NIR] : 2.296e-09   
##   
## Kappa : 0.8   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: setosa Class: versicolor Class: virginica  
## Sensitivity 1.0000 0.9000 0.7000  
## Specificity 1.0000 0.8500 0.9500  
## Pos Pred Value 1.0000 0.7500 0.8750  
## Neg Pred Value 1.0000 0.9444 0.8636  
## Prevalence 0.3333 0.3333 0.3333  
## Detection Rate 0.3333 0.3000 0.2333  
## Detection Prevalence 0.3333 0.4000 0.2667  
## Balanced Accuracy 1.0000 0.8750 0.8250

*~K Means Clustering Model~*

This model is a type of unsupervised learning that uses clustering. It’s an exploratory data analysis technique used for identifying groups in the data, with each group containing observations with similar profiles according to specific criteria. Similarity between observations is defined using some inter-observation distance measures including Euclidean and correlation-based distance measures.

#sets seed to ensure reproduceability  
set.seed(20)  
  
#fits model  
irisCluster <- kmeans(iris[, 1:4], centers = 3, nstart = 20)  
irisCluster

## K-means clustering with 3 clusters of sizes 50, 62, 38  
##   
## Cluster means:  
## Sepal.Length Sepal.Width Petal.Length Petal.Width  
## 1 5.006000 3.428000 1.462000 0.246000  
## 2 5.901613 2.748387 4.393548 1.433871  
## 3 6.850000 3.073684 5.742105 2.071053  
##   
## Clustering vector:  
## [1] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
## [38] 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2  
## [75] 2 2 2 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 2 3 3 3 3 2 3 3 3 3  
## [112] 3 3 2 2 3 3 3 3 2 3 2 3 2 3 3 2 2 3 3 3 3 3 2 3 3 3 3 2 3 3 3 2 3 3 3 2 3  
## [149] 3 2  
##   
## Within cluster sum of squares by cluster:  
## [1] 15.15100 39.82097 23.87947  
## (between\_SS / total\_SS = 88.4 %)  
##   
## Available components:  
##   
## [1] "cluster" "centers" "totss" "withinss" "tot.withinss"  
## [6] "betweenss" "size" "iter" "ifault"

#checks classification accuracy  
table(irisCluster$cluster, iris$Species)

##   
## setosa versicolor virginica  
## 1 50 0 0  
## 2 0 48 14  
## 3 0 2 36

#plots model  
plot(iris[c("Sepal.Length", "Sepal.Width")], col=irisCluster$cluster)  
points(irisCluster$centers[,c("Sepal.Length", "Sepal.Width")], col=1:3, pch=8, cex=2)

![](data:image/png;base64,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)