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# Change Log:

|  |  |  |  |
| --- | --- | --- | --- |
| **Version** | **Date** | **Author** | **Changed** |
| 0.9.0 | 02/02/2025 | Abiwot | Initial creation |

# About

## Purpose

This document is intended to provide a comprehensive procedural guide on how to build a Kubernetes cluster framework to be the basis of a production level deployment.

## Audience

This document is intended for a Development Operations (DevOps) level resources at an associate level knowledge of:

1. Linux
2. Kubernetes
   1. Networking
   2. Storage
   3. Role-based Access Control (RBAC)

## How to navigate this document

You will notice there is multiple types of formatting within this document. Each has a significance that needs attention/modification while navigating.

Attention (critical)

1. Text **formatted in the following way** is to ensure you are notified of certain circumstances and/or conditions have been meet. This text is not to be modified and/or copied.

Attention (Important)

1. Text **formatted in the following way** or formatted in the following way is to ensure you are notified of certain circumstances and/or conditions are meet. This text is not to be modified and/or copied.

Code

1. Text **formatted in the following way** is to be copied/entered exactly the way presented. This text is not to be modified.
   1. e.g. **cp /etc/ntp.conf{,.$(date +%m%d%Y)}**
   2. e.g. **echo "autocmd FileType \* setlocal formatoptions-=c formatoptions-=r formatoptions-=o" >> /etc/vimrc**

Variables

1. Any text encased with greater/less-than ‘**<>**’symbols, not in BOLD and highlighted is to be substituted with the appropriate data/text for the situation. This text is not to be copied into code/syntax inputs but changed to reflect the variable in the certain circumstance.
   1. e.g. **rabbitmqctl add\_user vmwarerabbit** <password>
      1. e.g. **rabbitmqctl add\_user vmwarerabbit pasword123**
   2. e.g. **less /storage/lvm\_db01/data/log/postgresql-**<current day>.**log**
      1. e.g. **less /storage/lvm\_db01/data/log/postgresql-Wed.log**

File Editing

1. When editing files within the operating system, you will notice a few different situations:
   1. Copy/modify exactly as seen
      1. e.g. **RPCNFSDARGS="-N2 -N3 -V4"**
   2. Modify with variable
      1. e.g. **#host all all** <IP network address> **md5**
      2. e.g. **#host all all 10.254.80.101 md5**

# Kubernetes Framework Component Matrix Compatibility

|  |  |  |  |
| --- | --- | --- | --- |
| **Component** | **Method** | **App ver** | **Helm ver** |
| containerd (CRI) | APT | 1.7.24 | n/a |
| kubelet | APT | 1.32.1-1.1 | n/a |
| kubeadm | APT | 1.32.1-1.1 | n/a |
| kubectl | APT | 1.32.1-1.1 | n/a |
| kubernetes | manifest | 1.32.1-1.1 | n/a |
| calico (CNI) | helm | 3.29.2 | 3.29.2 |
| calicoctl | manifest | 3.27.2 | n/a |
| helm | manifest | 3.17.0 | n/a |
| Ingress-nginx (controller) | helm | 1.12.0 | 4.12.0 |
| rook-ceph | helm | 1.16.1 | 1.16.1 |
| kubernetes-csi-addon | manifest | 0.11.0 | n/a |
| k8 CSI external-Snapshotter | manifest | 8.2.0 | n/a |
| Kube-Prometheus-Stack (Alertmanager, Prometheus, Grafana) | helm | 0.79.2 | 68.4.3 |
| Kubernetes Dashboard | helm | 7.10.3 | 7.10.3 |
| cert-manager | helm | 1.17.0 | 1.17.0 |

# Prerequisites

See prerequisites.md within Github project ***https://github.com/abiwot/abiwot-kubeadm***

# System requirements

See prerequisites.md within Github project ***https://github.com/abiwot/abiwot-kubeadm***

# Building Initial Cluster

## Prerequisites

### Required OS Packages

**These steps need to be duplicated on all nodes**

#### General

1. Install general security packages
   1. Run **sudo apt update && sudo apt upgrade -y**
2. Install general packages that will be required for this process
   1. Run **sudo apt install -y vim curl wget git apt-transport-https ca-certificates gpg jq bash-completion**

#### Install YQ (YAMLquery)

1. Install YQ
   1. Run **sudo wget https://github.com/mikefarah/yq/releases/download/v4.44.6/yq\_linux\_amd64 -O /usr/bin/yq && sudo chmod +x /usr/bin/yq**

### Disable local swap

(<https://graspingtech.com/disable-swap-ubuntu/>)

**These steps need to be duplicated on all nodes**

1. SSH into the first control plane node
2. Check if swap is on/enabled
   1. Run **sudo swapon --show**
   2. If swap is enabled, you will see similar:

*NAME TYPE SIZE USED PRIO*

*/swap.img file 1.9G 4.5M -2*

1. Permanently disable swap (if enabled)
   1. Run **sudo swapoff -a**
   2. Edit the FSTAB to comment out the swap
      1. Run **sudo sed -i.bak -r 's/(^\/swap.img)/#\1/' /etc/fstab**
   3. Run **sudo rm /swap.img**
   4. **Reboot system**

### Installing Container Runtime Interface (CRI)

**These steps need to be duplicated on all nodes**

Containerd: Will be the default CRI

1. Load OS modules
   1. Configure modules to activate on boot
      1. Run **sudo modprobe overlay br\_netfilter rbd nbd**
      2. Run

**cat <<EOF | sudo tee /etc/modules-load.d/k8s.conf**

**overlay**

**br\_netfilter**

**rbd**

**nbd**

**EOF**

1. Modify SYSCTL parameters for CIS specific operations
   1. Run

**cat <<EOF | sudo tee /etc/sysctl.d/75-kubelet-protect-kernel.conf**

**kernel.keys.root\_maxbytes=25000000**

**kernel.keys.root\_maxkeys=1000000**

**kernel.panic=10**

**kernel.panic\_on\_oops=1**

**vm.overcommit\_memory=1**

**vm.panic\_on\_oom=0**

**EOF**

1. Modify SYSCTL parameters for K8s general operations
   1. Run

**cat <<EOF | sudo tee /etc/sysctl.d/k8s.conf**

**net.bridge.bridge-nf-call-iptables = 1**

**net.bridge.bridge-nf-call-ip6tables = 1**

**net.ipv4.ip\_forward = 1**

**net.netfilter.nf\_conntrack\_max = 1000000**

**net.ipv4.conf.all.arp\_ignore = 1**

**net.ipv4.conf.all.arp\_announce = 2**

**net.ipv6.conf.all.disable\_ipv6 = 1**

**net.ipv6.conf.default.disable\_ipv6 = 1**

**net.core.netdev\_max\_backlog = 5000**

**fs.file-max = 500000**

**fs.inotify.max\_user\_instances = 8192**

**EOF**

1. Reload any changes done to sysctl
   1. Run **sudo sysctl --system**
2. Modify OS open file limits
   1. Run **sudo sed -i -e '$a \* soft nofile 65535\n\* hard nofile 65535' /etc/security/limits.conf**
3. Install containerd
   1. Run **sudo apt-get update**
   2. Run **sudo apt install -y containerd=1.7.24\***
4. APT hold/protect containerd package from upgrades
   1. Run **sudo apt-mark hold containerd**
5. Create containerd default configuration file
   1. Run **sudo mkdir -p /etc/containerd**
   2. Run **sudo containerd config default | sudo tee /etc/containerd/config.toml**
6. Modify containerd config
   1. Run **sudo sed -i 's/SystemdCgroup = false/SystemdCgroup = true/' /etc/containerd/config.toml**
7. Create containerd endpoints
   1. Run

**sudo tee /etc/crictl.yaml <<EOF**

**runtime-endpoint: unix:///run/containerd/containerd.sock**

**image-endpoint: unix:///run/containerd/containerd.sock**

**EOF**

1. Run **sudo systemctl restart containerd**
2. Run **sudo systemctl enable containerd.service**

### Install Kubernetes packages – kubeadm, kubelet, & kubectl

**These steps need to be duplicated on all nodes**

#### Google APT repository

1. Add Kubernetes APT repository
   1. Run **curl -fsSL https://pkgs.k8s.io/core:/stable:/v1.32/deb/Release.key | sudo gpg --dearmor -o /etc/apt/keyrings/kubernetes-apt-keyring.gpg**
   2. Run **echo 'deb [signed-by=/etc/apt/keyrings/kubernetes-apt-keyring.gpg] https://pkgs.k8s.io/core:/stable:/v1.32/deb/ /' | sudo tee /etc/apt/sources.list.d/kubernetes.list**

#### Install kubeadm, kubelet, & kubectl

1. Install packages
   1. Run **sudo apt update**
   2. To see available versions of Kubernetes available
      1. Run **apt-cache policy kubelet | head -n 20**
   3. Run **sudo apt install -y kubelet=1.32.1\* kubeadm=1.32.1\* kubectl=1.32.1\***
2. APT hold/protect package upgrades
   1. Run **sudo apt-mark hold kubelet kubeadm kubectl**
3. Enable service boot time
   1. Run **sudo systemctl enable kubelet.service**

### Clone K8s-framework Repository

You will want to clone the repo to all nodes. The repository will contain files required by control-plane, worker, and storage nodes.

**These steps need to be duplicated on all nodes**

1. Run **mkdir -p $HOME/projects/k8s/ && cd $HOME/projects/k8s/**
2. Clone K8s-framework tools
   1. Run **git clone --single-branch --branch main https://github.com/abiwot/abiwot-kubeadm.git**

## CIS – Encryption-at-Rest

Enabling Kubernetes encryption for the etcd database is recommended. It is best to use a KMS system in a production environment. That is currently out-of-scope for this project.

We are going to use the local configuration file. It will provide encryption of etcd but lacks in securing from K8s host compromising (if the attacker gets access to your host, they will be able to get to your encryption-config file).

1. SSH into the initial control-plane
2. Create “enc” folder to maintain the encryption-config
   1. Run **sudo mkdir -p /etc/kubernetes/enc/**
3. Copy encryption-config to the kubernetes directory
   1. Run **sudo cp $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/cluster-configs/control-plane/enc/encryption-config.yaml /etc/kubernetes/enc/**
4. Create a random key-values and inject into encryption-config
   1. **Make sure you copy the key-values into a secrets vault. You will need these later**
      1. Run **sudo sed -i "s|<key1-value>|$(head -c 32 /dev/urandom | base64)|" /etc/kubernetes/enc/encryption-config.yaml**
         1. Copy the value within **key1** in /etc/kubernetes/enc/encryption-config.yaml
5. Copy encryption-config to all control-plane nodes
   1. **ALL control-plane nodes MUST use the same encryption-config settings**
      1. Copy the above **/etc/kubernetes/enc/encryption-config.yaml** file to all control-plane nodes
6. Ensure you save the value (encryption key) of key1 to your password vault

## Bootstrapping Cluster with kubeadm

### Configure kubeadm Cluster Configuration

#### Prerequisites

1. Reboot all nodes
   1. To ensure any/all changes have populated through the OS
2. SSH into the 1st Kubernetes control-plane node
3. Create default clusterconfiguration.yaml
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/cluster-configs/control-plane**
4. Modify the **clusterconfiguration.yaml** to match your environment
   1. Variables
      1. advertiseAddress = IP of local control node
      2. kubernetesVersion = Version of installed packages in section “Install Kubernetes Packages”
   2. Set the node advertise address
      1. Run **sed -i 's/ advertiseAddress: .\*/ advertiseAddress:** <IP of localhost control-plane node>**/' clusterconfiguration.yaml**
   3. Set Kubernetes version
      1. **It must match the Kubernetes version installed earlier in section “Install Kubernetes Packages”**

e.g. *v1.32.1*

* + 1. Run **sed -i 's/^kubernetesVersion: .\*/kubernetesVersion:** <kubernetes packages installer earlier>**/' clusterconfiguration.yaml**
  1. Set serviceSubnet configuration
     1. Recommend to setup/record each K8s cluster’s service and pod subnets
        1. Each K8s cluster must have unique internal IPs to ensure they do not overlap with each other.
     2. **The service subnet cannot overlap with the CNI or any host node network**

e.g. periods(‘.’) and slashes(‘/’) must be escaped

*172\.16\.0\.0\/16*

* + 1. Run **sed -i 's/^\ serviceSubnet:.\*/\ serviceSubnet:** <service subnet>**/' clusterconfiguration.yaml**
  1. Set podSubnet configuration
     1. This pod subnet is the same pod subnet used in the Container Network Interface (CNI) settings. This will be the IP range your pods will be assigned.

e.g. periods(‘.’) and slashes(‘/’) must be escaped

*172\.17\.0\.0\/16*

* + 1. Run **sed -i 's/^\ podSubnet: .\*/\ podSubnet:** <pod subnet>**/' clusterconfiguration.yaml**
  1. Set controller-manager CIDR allocation block sizes
     1. This needs to match what will be set within the Calico Helm operator override values
     2. This value is telling Kubernetes how to supernet the <podsubnet> for IPPool allocations

e.g 24 = supernet 172.17.0.0/16 into /24 networks

* + - * 1. Run **sed -i 's|#<networking.podSubnet mask bits int32>|"**<block size int32>**"|' clusterconfiguration.yaml**
  1. Set controlPlaneEndpoint configuration

controlPlaneEndpoint =

If using the external LB => FQDN of the external vIP or the vIP

If not using the external LB => FQDN of the localhost control plane node

* + 1. Run **sed -i 's/^controlPlaneEndpoint: .\*/controlPlaneEndpoint:** <external LB vIP FQDN for API aggregation layer>**/' clusterconfiguration.yaml**
       1. If this is a single control plane node setup, then use the FQDN of the control plane node

e.g. cdak8clst100.abiwot-lab.com

#### Additional Initialization Files

These files are used to patch controllers and workers during the initialization or join phase.

##### Patches for Controllers

**These steps need to be duplicated on all control-plane nodes**

1. SSH into all controller node(s)
2. Source file location
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/patches/controllers**
3. Run **sudo mkdir -p /etc/kubernetes/**
4. Copy the patches to **/etc/kubernetes/**
   1. Run **sudo cp \*.yaml /etc/kubernetes/**

##### Patches for Workers & Storage Nodes

**These steps need to be duplicated on all worker/storage nodes**

1. SSH into worker node(s)
2. Source file location
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/patches/workers**
3. Run **sudo mkdir -p /etc/kubernetes/patches/**
4. Copy patches to **/etc/kubernetes/patches/**
   1. Run **sudo cp \*.json /etc/kubernetes/patches/**

#### Kubernetes Initial Cluster Initialization

1. SSH into the 1st Kubernetes control-plane node
2. Source file location
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/cluster-configs/control-plane**
3. Generate bootstrap token for clusterconfiguration
   1. Run **kubeadm token generate**
      1. Capture output. You will require this information when joining the worker nodes
         1. **\*\* Keep this information safe as it has access certificates \*\***
   2. Run **sed -i 's/<initBootstrapToken>.\*/**<token generated above>**/' clusterconfiguration.yaml**
4. Run **sudo kubeadm init --config=clusterconfiguration.yaml --upload-certs**
   1. Copy the entire output to notepad or file; as this will be used later
      1. **\*\* Keep this information safe as it has access certificates \*\***
   2. You should see towards the end of the output a message similar to:

**Your Kubernetes control-plane has initialized successfully!**

1. Configure local user to access Kubernetes
   1. Run **mkdir -p $HOME/.kube**
   2. Run **sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config**
   3. Run **sudo chown $(id -u):$(id -g) $HOME/.kube/config**
2. Validate initial kube-system pods
   1. Validate running pods.
      1. Run **kubectl get pods -A**
         1. You should see similar output to:

*NAMESPACE NAME READY STATUS RESTARTS*

*kube-system coredns-74ff55c5b-2s5z8 0/1 Pending 0*

*kube-system coredns-74ff55c5b-5z6fx 0/1 Pending 0*

*kube-system etcd-cdak8ctr001t 1/1 Running 0*

*kube-system kube-apiserver-cdak8ctr001t 1/1 Running 0*

*kube-system kube-controller-manager-cdak8ctr001 1/1 Running 0*

*kube-system kube-proxy-t4cjp 1/1 Running 0*

*kube-system kube-scheduler-cdak8ctr001t 1/1 Running 0*

You will notice the two ‘coredns’ pods are in a pending state. This will remain this way until the Container Network Interface (CNI) is installed and operational

### Configure DNS Forwarding – Cluster Level

By default, the Kubernetes cluster will forward all unresolved DNS requests to ‘/etc/resolv.conf’ locally on each host. To forward these request to a DNS server:

1. SSH into the control-plane node that was bootstrapped
2. Run **mkdir -p $HOME/projects/k8s/coredns && cd $HOME/projects/k8s/coredns**
3. Extract the CoreDNS configmap
   1. Run **kubectl get configmap -n kube-system coredns -o yaml > $HOME/projects/k8s/coredns/configmap-coredns.yaml**
4. Modify the configmap to add your DNS servers
   1. Ensure to change the IP addresses to reflect your DNS servers’ IP address

E.g. periods(‘.’) and slashes(‘/’) must be escaped

*DNS entries are space delimited*

* 1. Run **sed -i 's/forward . \/etc\/resolv\.conf {/forward .** <DNSip DNSip> **{/' $HOME/projects/k8s/coredns/configmap-coredns.yaml**

1. Apply the new configmap
   1. Run **kubectl apply -f $HOME/projects/k8s/coredns/configmap-coredns.yaml**

### Adding Additional Controller Nodes

#### Join Controller nodes

1. Get the control-plane certificate-key & access token
   1. SSH into any initialized control plane node
   2. The output of the ‘kubadm init’ provides the certificate-key. If the --upload-certs flag was used, then the certificate will be available for 1 hour. After that period, the system will automatically remove the certificate.

If within 1 hour of ‘kubeadm init’ => Use the certificate in the output

If more than 1 hour, you will need to generate a new certificate-key

* 1. Upload control-plane certificate key
     1. Run **sudo kubeadm init phase upload-certs --upload-certs | awk 'f;/Using certificate key:/{f=1}'**

Copy the certificate and **keep secure**

* 1. Generate control-plane access token
     1. Run **kubeadm token create --groups "system:bootstrappers:kubeadm:default-node-token" --ttl 20m --usages "authentication,signing" --description "Controller node addition" --print-join-command --certificate-key** <new key from init phase>

Copy output and **keep secure**

The access token in this command will only be **valid for 20 minutes**

1. Add the controller to the cluster
   1. **These steps will need to be duplicated on each new controller**
   2. SSH into the secondary controller (the node that was NOT already initialized).
   3. Join additional control-plane nodes
      1. The below command would have been part of the output of the first control-plane initialization process
         1. Run **sudo kubeadm join** <IP of external LB for K8 API>**:6443 --token** <access token> **--discovery-token-ca-cert-hash** <access token hash> **--control-plane --certificate-key** <control-plane certificate>
      2. You should receive similar output:

***This node has joined the cluster and a new control plane instance was created****:*

*\* Certificate signing request was sent to apiserver and approval was received.*

*\* The Kubelet was informed of the new secure connection details.*

*\* Control plane (master) label and taint were applied to the new node.*

*\* The Kubernetes control plane instances scaled up.*

*\* A new etcd member was added to the local/stacked etcd cluster.*

*To start administering your cluster from this node, you need to run the following as a regular user:*

*mkdir -p $HOME/.kube*

*sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config*

*sudo chown $(id -u):$(id -g) $HOME/.kube/config*

*Run 'kubectl get nodes' to see this node join the cluster.*

* + 1. If the join command seems to hang on the pre-flight checks, more than likely
       1. Incorrect access token, certificate, or hash
       2. Access token and/or certificate has expired
  1. Configure kubectl for local user on new controller
     1. Run **mkdir -p $HOME/.kube**
     2. Run **sudo cp -i /etc/kubernetes/admin.conf $HOME/.kube/config**
     3. Run **sudo chown $(id -u):$(id -g) $HOME/.kube/config**
  2. Validate the new controller is ready
     1. Run **kubectl get nodes**
        1. You should see similar output:

*NAME STATUS ROLES AGE VERSION*

*cdak8ctr001 NotReady control-plane,master 10m v1.31.0*

*cdak8ctr002 NotReady control-plane,master 5m2s v1.31.0*

#### Validate Stacked kubeadm Cluster

Since this is a “stacked” kubeadm cluster, a few components need validation to ensure proper configurations.

REFERENCE: https://kubernetes.io/docs/setup/production-environment/tools/kubeadm/ha-topology/#stacked-etcd-topology

1. etcd - replication
   1. Need to ensure all control-plane nodes are replicating the etcd database.
      1. Run **kubectl exec -n kube-system etcd-**<control-plane node name> **-- etcdctl --endpoints=https://127.0.0.1:2379 --cacert=/etc/kubernetes/pki/etcd/ca.crt --cert=/etc/kubernetes/pki/etcd/server.crt --key=/etc/kubernetes/pki/etcd/server.key member list -w table**
      2. You should see similar output:
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* + 1. Column explanations

**ID** = unique identifier for each etcd node

**STATUS** =

started = member is up and running

unstarted = member is not operational

**NAME** = name of the node hosting etcd

**PEER ADDRS** = URL used by other etcd members to communicate with the local etcd member

**CLIENT ADDRS** = URL used by clients (kubectl) to interact with the local etcd member

**IS LEARNER** =

false = etcd member is full voting member

true = etcd member is syncing data but not yet participating in voting

1. etcd – encryption
   1. View the raw data within the etcd
      1. Run **kubectl exec -n kube-system etcd-**<control-plane node name> **-- etcdctl --endpoints=https://127.0.0.1:2379 --cacert=/etc/kubernetes/pki/etcd/ca.crt --cert=/etc/kubernetes/pki/etcd/server.crt --key=/etc/kubernetes/pki/etcd/server.key get /registry/secrets/kube-system/kubeadm-certs -w json | jq .**
   2. Validate secret retrieval is encrypted
      1. Run **kubectl get secrets -n kube-system kubeadm-certs -o=jsonpath='{.data.ca\.crt}' | base64 -d;echo**
         1. The output should be encrypted.
      2. If the output was able to be base64 decoded, then run the following command and repeat the test above
         1. Run **kubectl get secrets --all-namespaces -o json | kubectl replace -f -**

### Add Worker Nodes to Cluster

#### Join Worker & Storage Nodes

**These steps need to be duplicated on all worker & storage nodes**

1. Source file location
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kubeadm/cluster-configs/workers**
2. Configure the join configuration for your environment
   1. Run **sed -i 's/^\ apiServerEndpoint:.\*/\ apiServerEndpoint:** < external LB vIP FQDN for API aggregation layer at port 6443 >**/' worker-join-configuration.yaml**
   2. Run **sed -i 's/<initBootstrapToken>.\*/**<token generated above>**/' worker-join-configuration.yaml**
      1. The **<token generated above>** = the token output generated when the initial control-plane node was initialized
3. Join worker node to cluster
   1. SSH into worker node
   2. Run **sudo kubeadm join** < external LB vIP FQDN for API aggregation layer at port 6443 > **--config worker-join-configuration.yaml**
      1. You should receive similar output:

*[preflight] Running pre-flight checks*

*[preflight] Reading configuration from the cluster...*

*[preflight] FYI: You can look at this config file with 'kubectl -n kube-system get cm kubeadm-config -o yaml'*

*W0617 12:29:02.183349 28372 utils.go:69] The recommended value for "resolvConf" in "KubeletConfiguration" is: /run/systemd/resolve/resolv.conf; the provided value is: /run/systemd/resolve/resolv.conf*

*[kubelet-start] Writing kubelet configuration to file "/var/lib/kubelet/config.yaml"*

*[kubelet-start] Writing kubelet environment file with flags to file "/var/lib/kubelet/kubeadm-flags.env"*

*[kubelet-start] Starting the kubelet*

*[kubelet-start] Waiting for the kubelet to perform the TLS Bootstrap...*

*This node has joined the cluster:*

*\* Certificate signing request was sent to apiserver and a response was received.*

*\* The Kubelet was informed of the new secure connection details.*

*Run 'kubectl get nodes' on the control-plane to see this node join the cluster.*

1. Add label to **worker** nodes
   1. SSH into any controller node
   2. Run **kubectl label node** <worker node name> **node-role.kubernetes.io/worker=true**
2. Add label to **storage** nodes
   1. SSH into any controller node
   2. Run **kubectl label node** <storage node name> **node-role.kubernetes.io/storage=true**
3. Validate worker and storage nodes joined the cluster
   1. SSH into any control plane node
   2. Run **kubectl get nodes**
      1. You should receive similar output:

*NAME STATUS ROLES VERSION*

*cdak8ctr001 NotReady control-plane v1.32.1*

*cdak8ctr002 NotReady control-plane v1.32.1*

*cdak8ctr003 NotReady control-plane v1.32.1*

*cdak8str001 NotReady storage v1.32.1*

*cdak8str002 NotReady storage v1.32.1*

*cdak8str003 NotReady storage v1.32.1*

*cdak8wkr001 NotReady worker v1.32.1*

*cdak8wkr002 NotReady worker v1.32.1*

*cdak8wkr003 NotReady worker v1.32.1*

*cdak8wkr004 NotReady worker v1.32.1*

If the worker node status is “NotReady”, check every 10-20 secs

The worker node will not be ready until system pods (like Calico CNI) have completed deployment to the new worker node

# etcdutl Environment Setup

At the time of writing this setup, the **etcdctl** is deprecated for certain etcd controls (but still functional) in favour of the **etcdutl** commands.

## etcdctl / etcdutl Binaries

**This process need to be completed on all control-plane nodes**

1. SSH into control-plane node
2. Capture the etcd version
   1. Run **export ETCD\_VER=v$(kubectl exec -it -n kube-system etcd-**<control-plane node name> **-- etcdctl version | awk 'NR==1 {print $NF}' | tr -d '\r')**
3. Set download source
   1. Run **export GITHUB\_URL="https://github.com/etcd-io/etcd/releases/download" && export DOWNLOAD\_URL=${GITHUB\_URL}**
4. Remove any existing files in /tmp and create a directory
   1. Run **rm -f /tmp/etcd-${ETCD\_VER}-linux-amd64.tar.gz**
   2. Run **rm -rf /tmp/etcd-download-test && mkdir -p /tmp/etcd-download-test**
5. Download and extract binaries
   1. Run **curl -L ${DOWNLOAD\_URL}/${ETCD\_VER}/etcd-${ETCD\_VER}-linux-amd64.tar.gz -o /tmp/etcd-${ETCD\_VER}-linux-amd64.tar.gz**
   2. Run **tar xzvf /tmp/etcd-${ETCD\_VER}-linux-amd64.tar.gz -C /tmp/etcd-download-test --strip-components=1**
   3. Run **rm -f /tmp/etcd-${ETCD\_VER}-linux-amd64.tar.gz**
6. Move binaries into /usr/local/bin
   1. Run **sudo mv /tmp/etcd-download-test/etcdctl /usr/local/bin/**
   2. Run **sudo mv /tmp/etcd-download-test/etcdutl /usr/local/bin/**
7. Verify version
   1. Run **etcdctl version**
   2. Run **etcdutl version**

## Verify ETCD Connectivity

1. SSH into control-plane node
2. Run **export ETCDCTL\_API=3**
3. Set an ENV of the ETCD members
   1. Run **export export ETCD\_CLIENT\_ADDRS=$(sudo etcdctl --endpoints=https://127.0.0.1:2379 --cert=/etc/kubernetes/pki/etcd/server.crt --cacert=/etc/kubernetes/pki/etcd/ca.crt --key=/etc/kubernetes/pki/etcd/server.key member list | awk -F', ' '{print $5}' | paste -sd, -)**
4. Get the status of each ETCD member
   1. Run **sudo etcdctl --endpoints=${ETCD\_CLIENT\_ADDRS} --cert=/etc/kubernetes/pki/etcd/server.crt --cacert=/etc/kubernetes/pki/etcd/ca.crt --key=/etc/kubernetes/pki/etcd/server.key endpoint status -w table**
      1. You should receive similar output:

![](data:image/png;base64,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)

## Verify ETCD Snapshot Creation

1. SSH into control-plane node
2. Run **export ETCDCTL\_API=3**
3. Create a snapshot of ETCD
   1. Run **sudo etcdctl --endpoints=https://127.0.0.1:2379 --cert=/etc/kubernetes/pki/etcd/server.crt --cacert=/etc/kubernetes/pki/etcd/ca.crt --key=/etc/kubernetes/pki/etcd/server.key snapshot save $HOME/snapshot\_$(date +%m%d%Y%H%M%S).db**
   2. The last line of STDOUT will provide the exact location of the snapshot file
4. Validate snapshot
   1. Run **sudo etcdutl --write-out=table snapshot status $HOME/**<snapshot filename>

# kubectl Environment Setup

## Bash autocomplete for kubectl

**This process needs to be completed on all control-plane nodes**

1. Install and configure Bash autocomplete for kubectl
   1. SSH into all kubernetes control-plane node
      1. This process should be completed on all control plane nodes
   2. Run **sudo apt install -y bash-completion**
   3. Run **echo "source <(kubectl completion bash)" >> $HOME/.bashrc**
   4. Run **source $HOME/.bashrc**
2. Verify kubectl autocomplete is working
   1. Run **kubectl get po**<tab> **-n kube-**<tab>
      1. Each time you press the <tab> key, the autocomplete should finish off the syntax.
         1. You can also double press <tab> and get options for completion

# Helm Install

**These processes must be completed on all control-plane nodes**

## Installation

1. SSH into all control-plane nodes
   1. This process should be completed on all control plane nodes
2. Run **sudo snap install helm --classic**
3. Run **sudo snap refresh helm --hold**

### Helm Repo Chart Initialize

1. SSH into all control plane nodes
   1. This process should be completed on all control plane nodes
2. Run **helm repo add k8s-dashboard https://kubernetes.github.io/dashboard**
   1. Raw command
      1. **helm repo add** <repo name> <repo URL>
3. Run **helm repo update**

### Helm Diff Plugin

1. SSH into all control-plane nodes
   1. This process should be completed on all control-plane nodes
2. Run **helm plugin install https://github.com/databus23/helm-diff**

### Helm Auto-completion BASH

1. SSH into all control-plane nodes
   1. This process should be completed on all control-plane nodes
2. Run **helm completion bash | sudo tee /etc/bash\_completion.d/helm**
   1. This will be active on all new sessions. You will need to end your current session for the Helm auto-complete to take effect

# Configure Network Overlay Environment (Calico)

## Prerequisites

### Remove Calico Interfaces from NetworkManger Control

**This process needs to be completed on ALL nodes**

Since NetworkManager is not the default network controller in Ubuntu, we should not need this but, will place it there as a precaution.

1. SSH into all nodes
2. Run **sudo mkdir -p /etc/NetworkManager/conf.d/**
3. Run

**cat <<EOF | sudo tee /etc/NetworkManager/conf.d/calico.conf**

**[keyfile]**

**unmanaged-devices=interface-name:cali\*;interface-name:tunl\*;interface-name:vxlan.calico;interface-name:wireguard.cali**

**EOF**

### Calico – Operator Installation (Helm)

1. SSH into a control-plane node
2. Add the Tigera helm repository
   1. Run **helm repo add projectcalico https://docs.tigera.io/calico/charts**
   2. Run **helm repo update**
3. Modify the Helm values
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/tigera-calico/helm**
   2. This pod subnet is the same pod subnet used in the Container Network Interface (CNI) settings. This will be the IP range your pods will be assigned.
      1. You can validate the pod network assigned by
         1. Run **kubectl cluster-info dump | grep -m 1 -- '--cluster-cidr'**

e.g. periods(‘.’) and slashes(‘/’) must be escaped

172\.17\.0\.0\/16

* + 1. Run **sed -i 's/cidr: <pod subnet>/cidr: "**<pod subnet>**"/' helm-calico-operator-override-values.yaml**
  1. Set the IPPool block allocation size. This needs to match what was configured in the kubernetes clusterconfiguration.yaml file

e.g 24 = supernet 172.17.0.0/16 into /24 networks

* + 1. Run **sed -i 's/blockSize: <pod subnet mask bits>/blockSize:** <pod subnet mask bit int32>**/' helm-calico-operator-override-values.yaml**
  1. Disable BGP inter-node mechanism
     1. Since the future plan is to link multiple clusters with Submariner, we want VXLAN to be the encapsulation without BGP. The Calico default mechanism is BGP, see notes within file
     2. Run **sed -i 's/bgp: <Disabled | Enabled>/bgp: Disabled/' helm-calico-operator-override-values.yaml**
     3. Run **sed -i 's/encapsulation: <VXLAN>/encapsulation: VXLAN/' helm-calico-operator-override-values.yaml**

1. Install the operator
   1. Run **helm upgrade -i calico projectcalico/tigera-operator --version v3.29.2 --namespace tigera-operator --create-namespace -f helm-calico-operator-override-values.yaml**
2. Verify the operator
   1. Run **kubectl wait --namespace tigera-operator --for=condition=ready pod --selector=k8s-app=tigera-operator --timeout=120s**
3. Verify Calico
   1. Run **kubectl get po -n calico-system**
      1. You should receive similar output:

*NAME READY STATUS RESTARTS AGE*

*calico-kube-controllers-795b645fdd-zhff6 1/1 Running 0 12m*

*calico-node-4c696 1/1 Running 0 12m*

*calico-node-hjpdn 1/1 Running 0 12m*

*calico-node-hnmvz 1/1 Running 0 12m*

*calico-node-kdk72 1/1 Running 0 12m*

*calico-node-kztx7 1/1 Running 0 12m*

*calico-node-rg2t8 1/1 Running 0 12m*

*calico-node-spt5t 1/1 Running 0 12m*

*calico-node-ts697 1/1 Running 0 12m*

*calico-node-wrtsd 1/1 Running 0 12m*

*calico-typha-89bf456cc-4rvdv 1/1 Running 0 12m*

*calico-typha-89bf456cc-gczdp 1/1 Running 0 12m*

*calico-typha-89bf456cc-kwj4q 1/1 Running 0 12m*

*csi-node-driver-2fllc 2/2 Running 0 12m*

*csi-node-driver-2h2wm 2/2 Running 0 12m*

*csi-node-driver-b8ndn 2/2 Running 0 12m*

*csi-node-driver-f99zj 2/2 Running 0 12m*

*csi-node-driver-pt25m 2/2 Running 0 12m*

*csi-node-driver-qz8v5 2/2 Running 0 12m*

*csi-node-driver-rcst7 2/2 Running 0 12m*

*csi-node-driver-xf5tp 2/2 Running 0 12m*

*csi-node-driver-zbccr 2/2 Running 0 12m*

* 1. Run **kubectl get po -n calico-apiserver**
     1. You should receive similar output:

*NAME READY STATUS*

*calico-apiserver-5fbcc84c97-6xvz6 1/1 Running*

*calico-apiserver-5fbcc84c97-bpsx5 1/1 Running*

* 1. Run **kubectl get po -n kube-system -l k8s-app=kube-dns**
     1. You should receive similar output:

*NAME READY STATUS RESTARTS AGE*

*coredns-5dd5756b68-62qzt 1/1 Running 0 39m*

*coredns-5dd5756b68-wcb4f 1/1 Running 0 39m*

* + 1. Notice the ‘coredns’ pods are now in a ready state (compared to previously installing the CNI)
  1. Run **kubectl get ippools default-ipv4-ippool -o jsonpath='{.spec}' | jq**
     1. You should receive similar output:

*{*

*"allowedUses": [*

*"Workload",*

*"Tunnel"*

*],*

*"blockSize": 24,*

*"cidr": "172.17.0.0/16",*

*"ipipMode": "Never",*

*"natOutgoing": true,*

*"nodeSelector": "all()",*

*"vxlanMode": "Always"*

*}*

1. Verify the correct IPPool block sizes were assigned
   1. Run **kubectl get nodes -o custom-columns="NODE:.metadata.name,POD\_CIDR:.spec.podCIDR"**

# Calico Configurations

## Configure Calico for Prometheus monitoring

See “Install and Configure Prometheus”

## Install & Configure calicoctl

### Validate Calico API Server Operational

1. SSH into any control plane node
2. Run **kubectl get tigerastatus apiserver**
   1. You should receive similar output:

*NAME AVAILABLE PROGRESSING DEGRADED SINCE*

***apiserver True False False 8d***

### Install calicoctl

**This process needs to be duplicated on all control-plane nodes**

1. SSH into all control-plane nodes
   1. This should be completed on all control-plane nodes
2. Verify the Calico API server version
   1. Run **CALICOAPI0=$(kubectl get pods -n calico-apiserver -o jsonpath='{ .items[0].metadata.name}')**
   2. Run **kubectl get pods -n calico-apiserver $CALICOAPI0 -o jsonpath='{ .spec.containers[].image}{"\n"}'**
   3. Take note of the Calico image version. **The calicoctl version MUST match the API version**.
3. Install calicoctl as a plugin
   1. Run **mkdir -p $HOME/projects/k8s/tigera-calico/calicoctl/v3.29.2/ && cd $HOME/projects/k8s/tigera-calico/calicoctl/v3.29.2**
   2. Run **curl -L https://github.com/projectcalico/calico/releases/download/v**<calico API server version>**/calicoctl-linux-amd64 -o kubectl-calico**
   3. Run **chmod +x $HOME/projects/k8s/tigera-calico/calicoctl/v3.29.2/kubectl-calico**
   4. Run **sudo mv $HOME/projects/k8s/tigera-calico/calicoctl/v3.29.2/kubectl-calico /usr/local/bin**
   5. Run **kubectl calico ipam show**
      1. You should receive similar output:

*+----------------+----------------------+--------------+---------------+---------------------+*

*| GROUPING | CIDR | IPS TOTAL | IPS IN USE | IPS FREE |*

*+----------------+-----------------------+---------------+---------------+-------------------+*

*|* ***IP Pool | 171.17.0.0/16 | 65536 | 62 (0%) | 962 (99%)*** *|*

*+----------------+------------------------+--------------+---------------+--------------------+*

# Install and Configure Cert-Manager

## Install Cert-Manager (CM)

1. SSH into a control-plane node
2. Add Helm repo
   1. Run **helm repo add jetstack https://charts.jetstack.io**
   2. Run **helm repo update**
3. Install Cert-Manager
   1. Install Cert-Manager CRDs
      1. Run **kubectl apply -f https://github.com/cert-manager/cert-manager/releases/download/v1.17.0/cert-manager.crds.yaml**
   2. Install Cert-Manager
      1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/cert-manager/helm/**
      2. Run **helm upgrade -i cert-manager jetstack/cert-manager -n cert-manager --create-namespace --version v1.17.0 -f helm-cert-manager-override-values.yaml**
4. Verify cert-manager pods deployed
   1. Run **kubectl get pods -n cert-manager**
      1. You should receive similar output:

*NAME READY STATUS RESTARTS*

*cert-manager-85f687f745-f8kdc 1/1 Running 0*

*cert-manager-85f687f745-wc5w6 1/1 Running 0*

*cert-manager-cainjector-784f978fb7-h2sqb 1/1 Running 0*

*cert-manager-cainjector-784f978fb7-rf9zr 1/1 Running 0*

*cert-manager-webhook-767f9dbc85-4w78q 1/1 Running 0*

*cert-manager-webhook-767f9dbc85-hkxkt 1/1 Running 0*

*cert-manager-webhook-767f9dbc85-hnnc2 1/1 Running 0*

## Install cmctl command-line tool

**This process needs to be completed on all control-plane nodes**

1. SSH into all control-plane node
2. Download binary
   1. Run **sudo apt update && sudo apt install -y golang**
   2. Run **mkdir -p $HOME/projects/k8s/framework/cert-manager/v1.17.0/cmctl &&** **cd $HOME/projects/k8s/framework/cert-manager/v1.17.0/cmctl**
   3. Download and extract cmctl
      1. Run **OS=$(uname -s | tr A-Z a-z); ARCH=$(uname -m | sed 's/x86\_64/amd64/' | sed 's/aarch64/arm64/'); curl -fsSL -o cmctl https://github.com/cert-manager/cmctl/releases/latest/download/cmctl\_${OS}\_${ARCH}**
      2. Run **chmod +x cmctl**
      3. Run **sudo mv cmctl /usr/local/bin/kubectl-cert\_manager**
3. Activate cmctl shell completion for plugin mode
   1. Run **kubectl cert-manager completion kubectl > kubectl\_complete-cert\_manager**
   2. Run **sudo install kubectl\_complete-cert\_manager /usr/local/bin**
4. Verify
   1. Run **kubectl cert-manager <**TAB**>**

# Install IngressController-NGINX

**NOTE**:

Kubernetes ingress development has been frozen and no new features will be developed. Any new features for exposing services will be developed for Gateway API. Seriously consider migrating any ingress services to a Gateway API.

https://kubernetes.io/docs/concepts/services-networking/ingress/

https://gateway-api.sigs.k8s.io/implementations/

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/nginx-ingresscontroller/helm**
3. Install Ingress-NGINX via Helm
   1. Run **helm repo add ingress-nginx https://kubernetes.github.io/ingress-nginx**
   2. Run **helm repo update**
   3. Run **helm upgrade -i ingress-nginx-controller ingress-nginx/ingress-nginx --version 4.12.0 -n ingress-nginx --create-namespace -f helm-ingress-nginx-override-values.yaml**
4. Wait for pods to be operational
   1. Run **kubectl wait --namespace ingress-nginx --for=condition=ready pod --selector=app.kubernetes.io/component=controller --timeout=120s**
5. Verify all pods
   1. Run **kubectl get pods -n ingress-nginx**
      1. You should receive similar output:

*NAME READY STATUS*

*ingress-nginx-controller-controller-f6bf54f45-vvbht 1/1 Running*

*ingress-nginx-controller-controller-f6bf54f45-xfqkz 1/1 Running*

*ingress-nginx-controller-defaultbackend-75db55c867-422k4 1/1 Running*

# Install Rook-Ceph Storage

## Prerequisites

1. Installation location
   1. Rook will only be installed **ONCE** on any control plane node. Once installed, the operator will proceed to install/configure the remainder nodes
2. Linux packages
   1. lvm2
      1. **\*\* Needs to exist on ALL nodes in the cluster \*\***
   2. git (client)
3. Raw storage
   1. Raw devices (no partitions or formatted filesystem)
   2. Block storage presented to storage nodes
      1. We are taking the assumption you want to present two different types of backend storage (SSD and mechanical). If you are only presenting one tier of storage, then you can modify override-values.yaml to accommodate.

SCSI **sdc** = SSD disk type => pool ‘rbd-ssd’

SCSI **sdd** = 7.2K disk type => pool ‘rbd-hdd’

SCSI **sde** = 7.2K disk type => pool ‘cephfs-hdd’

SCSI **sdf** = SSD disk type => pool ‘mgr-metadata’ (used only for .mgr)

* 1. Ensure the hard disk are represented to the correct location in the kernel
     1. SSH into each worker node
     2. Run **lsblk**
        1. You should receive similar output:

*NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT*

*loop0 7:0 0 91.8M 1 loop /snap/lxd/23991*

*loop1 7:1 0 55.6M 1 loop /snap/core18/2566*

*loop3 7:3 0 67.8M 1 loop /snap/lxd/22753*

*loop4 7:4 0 48M 1 loop /snap/snapd/17336*

*loop5 7:5 0 63.2M 1 loop /snap/core20/1634*

*loop6 7:6 0 49.7M 1 loop /snap/snapd/17576*

*loop7 7:7 0 55.6M 1 loop /snap/core18/2632*

*loop8 7:8 0 63.2M 1 loop /snap/core20/1695*

*sda 8:0 0 150G 0 disk*

*├─sda1 8:1 0 1M 0 part*

*├─sda2 8:2 0 1G 0 part /boot*

*└─sda3 8:3 0 149G 0 part*

*└─ubuntu--vg-ubuntu--lv 253:0 0 149G 0 lvm /*

*sdc 8:32 0 100G 0 disk*

*sdd 8:48 0 150G 0 disk*

*sde 8:64 0 75GB*

*sdf 8:80 0 10GB*

*sr0 11:0 1 1024M 0 rom*

**\*\* Rook will capture *ALL* storage devices that meet the above stipulations and create a pool \*\***

1. ***Production cluster requires a minimum of 4 storage nodes***
   1. This is because Rook requires multiple nodes for secure replication of data
2. Cert-Manger needs to be installed for the Rook admission controller
   1. Use the **Install and Configure Cert-Manager** section

## Install CSI-Addons Controller

The csi-addons version is tied very closely too the version of Rook-Ceph being deployed. Ensure the versions are compatible with each other.

<https://rook.io/docs/rook/latest-release/Storage-Configuration/Ceph-CSI/ceph-csi-drivers/#csi-addons-controller>

1. SSH into a control-plane node
2. Run **mkdir -p $HOME/projects/k8s/rook/csi-addons/v0.11.0 && cd ~/projects/k8s/rook/csi-addons/v0.11.0/**
3. Clone the repository
   1. Run **git clone --single-branch --branch v0.11.0 https://github.com/csi-addons/kubernetes-csi-addons.git**
4. Create CSI-Addon controller objects
   1. Run **cd $HOME/projects/k8s/rook/csi-addons/v0.11.0/kubernetes-csi-addons/deploy/controller**
   2. Run **kubectl apply -f crds.yaml -f setup-controller.yaml -f csi-addons-config.yaml -f rbac.yaml**

Need to specify the order of deployment with this version as applying at the directory level will attempt to create objects before parent objects exist

1. Verify CSI-Addons components
   1. Run **kubectl wait --namespace csi-addons-system --for=condition=ready pod --selector=app.kubernetes.io/name=csi-addons --timeout=120s**

## Install Kubernetes-CSI External-Snapshotter

1. SSH into a control-plane node
2. Run **mkdir -p $HOME/projects/k8s/kubernetes-csi-external-snapshotter/v8.2.0/ && cd $HOME/projects/k8s/kubernetes-csi-external-snapshotter/v8.2.0/**
3. Run **git clone --single-branch --branch v8.2.0 https://github.com/kubernetes-csi/external-snapshotter.git**
4. Install Snapshot CRDs
   1. Run **kubectl kustomize external-snapshotter/client/config/crd | kubectl create -f -**
5. Install Common Snapshot Controller
   1. Run **kubectl -n kube-system kustomize external-snapshotter/deploy/kubernetes/snapshot-controller | kubectl create -f -**
6. Verification
   1. Run **kubectl get pods -n kube-system -l app.kubernetes.io/name=snapshot-controller**
      1. You should receive similar output:

*NAME READY STATUS RESTARTS AGE*

***snapshot-controller*** *1/1 Running 0 14m*

***snapshot-controller*** *1/1 Running 0 14m*

## Installation (Helm)

1. SSH into a control-plane node
2. Source files
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/helm**
3. Add label to any node that will run Rook MGR, OSD, or MON. This will usually be all (or a subset) of your storage nodes.
   1. Run **kubectl label node** <k8 node name> **role-storage=rook-node**
   2. Run **kubectl label node** <k8 node name> **role-rook-osd=rook-osd-node**
4. Add taint to your storage nodes. This will prevent everyday workload (pods) from running on these nodes and possibly overwhelm them
   1. Run **kubectl taint nodes** <k8 node name> **role-storage=rook-node:NoSchedule**
5. Add Helm repository
   1. Run **helm repo add rook-release https://charts.rook.io/release**
   2. Run **helm repo update**

### Installation Rook Operator

1. SSH into a control-plane node
2. Source files
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/helm**
3. Install the Rook operator
   1. Run **helm upgrade -i rook-ceph rook-release/rook-ceph -n rook-ceph --create-namespace --version 1.16.1 -f helm-rook-ceph-operator-override-values.yaml**
4. Verify operator
   1. Run **kubectl wait --namespace rook-ceph --for=condition=ready pod --selector=app=rook-ceph-operator --timeout=120s**

### Installation Rook Cluster

1. SSH into a control-plane node
2. Source files
   1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/helm**
3. Install and configure the Rook-Ceph cluster
   1. Run **helm upgrade -i rook-ceph-cluster rook-release/rook-ceph-cluster -n rook-ceph --version 1.16.1 -f helm-rook-ceph-cluster-override-values.yaml**
4. Verify Rook cluster
   1. This process can take upto ~5min to complete
   2. Run **kubectl get -n rook-ceph cephblockpools.ceph.rook.io**
      1. You should receive similar output:

*NAME PHASE*

*replicapool-hdd* ***Ready***

*replicapool-ssd* ***Ready***

*replicapool-mgrmeta Ready*

* 1. Run **kubectl get -n rook-ceph cephfilesystems.ceph.rook.io**
     1. You should receive similar output:

*NAME ACTIVEMDS PHASE*

*cephfspool-hdd 1 Ready*

* 1. Run **kubectl get storageclasses.storage.k8s.io**
     1. You should receive similar output:

*NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE ALLOWVOLUMEEXPANSION*

*rookceph-cfs-hdd rook-ceph.cephfs.csi.ceph.com Delete Immediate true*

*rookceph-rbd-hdd (default) rook-ceph.rbd.csi.ceph.com Delete Immediate true*

*rookceph-rbd-ssd rook-ceph.rbd.csi.ceph.com Delete Immediate true*

* 1. Run **kubectl get volumesnapshotclasses.snapshot.storage.k8s.io**
     1. You should receive similar output:

*NAME DRIVER DELETIONPOLICY*

***csi-rbdplugin-snapclass******rook-ceph.rbd.csi.ceph.com*** *Delete*

***csi-cephfsplugin-snapclass rook-ceph.cephfs.csi.ceph.com*** *Delete*

* 1. Run **kubectl get pods -n rook-ceph -o custom-columns='POD:.metadata.name,CONTAINER:.spec.containers[\*].name' | grep “csi-addons”**
     1. You should receive similar output:

*POD CONTAINER*

*csi-cephfsplugin-provisioner csi-attacher,csi-snapshotter,csi-resizer,csi-provisioner,csi-cephfsplugin,****csi-addons***

*csi-cephfsplugin-provisioner csi-attacher,csi-snapshotter,csi-resizer,csi-provisioner,csi-cephfsplugin,****csi-addons***

*csi-rbdplugin-provisioner csi-provisioner,csi-resizer,csi-attacher,csi-snapshotter,****csi-addons****,csi-rbdplugin*

*csi-rbdplugin-provisioner csi-provisioner,csi-resizer,csi-attacher,csi-snapshotter,****csi-addons****,csi-rbdplugin*

*csi-rbdplugin- driver-registrar,csi-rbdplugin,****csi-addons***

*csi-rbdplugin- driver-registrar,csi-rbdplugin****,csi-addons***

*csi-rbdplugin- driver-registrar,csi-rbdplugin,****csi-addons***

*csi-rbdplugin- driver-registrar,csi-rbdplugin,****csi-addons***

### Rook Toolbox – Enable Orchestrator

1. Run **kubectl exec -it --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- /bin/sh**
   1. This will open a shell terminal into the container
   2. Run **ceph status**
      1. You should receive similar output:

*cluster:*

*id: ad07d635-36e3-486e-9164-b945faeb6324*

***health: HEALTH\_OK***

*services:*

*mon: 3 daemons, quorum a,b,c (age 16m)*

*mgr: a(active, since 15m), standbys: b*

*osd: 12 osds: 12 up (since 15m), 12 in (since 15m)*

*data:*

*pools: 1 pools, 1 pgs*

*objects: 2 objects, 449 KiB*

*usage: 1.0 GiB used, 2.1 TiB / 2.1 TiB avail*

*pgs: 1 active+clean*

* 1. Run **ceph mgr module enable rook**
  2. Run **ceph telemetry on --license sharing-1-0**
  3. Run **ceph telemetry enable channel perf**
  4. Run **ceph orch set backend rook**
  5. Validate Orchestrator status
     1. Run **/usr/bin/ceph orch status**
        1. You should receive similar output:

***Backend: rook***

***Available: Yes***

* + 1. Run **ceph mgr module ls**
       1. You should receive similar output:

*MODULE*

*balancer on (always on)*

*crash on (always on)*

*devicehealth on (always on)*

***orchestrator on (always on)***

*pg\_autoscaler on (always on)*

* 1. Run **exit**

### Install Rook-Ceph kubectl plugin

**These steps need to be completed on all control-plane nodes**

1. SSH into a control plane node
2. Install KREW package manager
   1. Run

**(**

**set -x; cd "$(mktemp -d)" &&**

**OS="$(uname | tr '[:upper:]' '[:lower:]')" &&**

**ARCH="$(uname -m | sed -e 's/x86\_64/amd64/' -e 's/\(arm\)\(64\)\?.\*/\1\2/' -e 's/aarch64$/arm64/')" &&**

**KREW="krew-${OS}\_${ARCH}" &&**

**curl -fsSLO "https://github.com/kubernetes-sigs/krew/releases/latest/download/${KREW}.tar.gz" &&**

**tar zxvf "${KREW}.tar.gz" &&**

**./"${KREW}" install krew**

**)**

* 1. Modify ~/.bashrc (or .zshrc) to add the path
     1. Run **sed -i '$a export PATH="${KREW\_ROOT:-$HOME/.krew}/bin:$PATH"' ~/.bashrc**
     2. Run **exec bash**
  2. Verify Krew
     1. Run **kubectl krew update**
        1. You should receive similar output:

***Updated the local copy of plugin index.***

1. Install Rook-Ceph kubectl plugin
   1. Run **kubectl krew install rook-ceph**
   2. Verify
      1. Run **kubectl rook-ceph ceph status**

### Move default .mgr pool to custom CRUSH rule

**This is very important for this setup**

Because we have configured multiple custom CRUSH rules via setting DeviceSets, the ‘.mgr’ pool will use the default CRUSH rule and root. This will cause overlapping roots for the cluster and break auto-balancing and PG placement.

1. SSH into a control-plane node
2. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph osd pool set .mgr crush\_rule .mgr**
3. Verify
   1. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph osd pool autoscale-status**
      1. You should receive similar output:

*POOL SIZE RATE RAW CAPACITY BIAS PG\_NUM AUTOSCALE BULK*

*replicapool-ssd 19 3.0 600.0G 0.0000 1.0 32* ***on*** *False*

*replicapool-hdd 242.9M 3.0 1800G 0.0004 1.0 32* ***on*** *False*

*cephfspool-hdd-metadata 71185 3.0 225.0G 0.0000 4.0 16 on False*

* + - 1. If you receive no output, more than likely, there are still overlapping roots and the autobalance is skipping pools

### Verify Rook Storage Consumable

Deploy a test pod that will consume and mount 2Gi of each storageclass.

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/tools**
3. Deploy the appropriate test pod
   1. There are 2 different test pod [**all** | **rbd**]
      1. rbd = **for when you only have RBD pools deployed**
         1. Run **kubectl apply -f rook-test-rbd-storageclass-consumable.yaml**
      2. all = **for when both RBD and CephFS pools deployed**
         1. Run **kubectl apply -f rook-test-all-storageclass-consumable.yaml**
4. Verify
   1. Verify pod
      1. Run **kubectl get po -n default rook-storageclass-consumer**
         1. Should be in the running and ready status
   2. Verify PVC/PV
      1. Run **kubectl get pv**
         1. You should receive similar output:

*NAME CAPACITY ACCESS STATUS CLAIM STORAGECLASS*

*pvc-xxxx 2Gi RWO Bound default/rook-storageclass-consumer-pv-claim-rbd-hdd rook-ceph-rbd-hdd*

*pvc-xxxx 2Gi RWO Bound default/rook-storageclass-consumer-pv-claim-cfs-hdd rook-ceph-cfs-hdd*

*pvc-xxxx 2Gi RWO Bound default/rook-storageclass-consumer-pv-claim-rbd-ssd rook-ceph-rbd-ssd*

1. If verification fails with PV not bound and in a ‘pending’ status
   1. This might be caused by the Rook provisioners being stuck
      1. Run **kubectl get po -n rook-ceph**
      2. Locate the pods with the name prefix of: (should be 4 of them)
         1. **csi-cephfsplugin-provisioner-**
         2. **csi-rbdplugin-provisioner-**
      3. One at a time
         1. Run **kubectl delete -n rook-ceph pod** <pod name>
   2. Re-run the Rook test pod deployment
2. Remove the Rook test pod and storage
   1. rbd = for when you only have RBD pools deployed
      1. Run **kubectl delete -f rook-test-rbd-storageclass-consumable.yaml**
   2. all = for when both RBD and CephFS pools deployed
      1. Run **kubectl delete -f rook-test-all-storageclass-consumable.yaml**

## Rook-Ceph UI Dashboard

### Install Rook-Ceph Dashboard

If you installed Rook via the operator, then the dashboard should already be installed.

1. SSH into a control plane node
2. Verify the Rook dashboard service
   1. Run **kubectl get svc -n rook-ceph rook-ceph-mgr-dashboard**
      1. You should receive similar output:

*NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE*

***rook-ceph-mgr-dashboard*** *ClusterIP 172.16.215.226 <none> 8443/TCP 15d*

1. Verify the Rook dashboard ingress
   1. Run **kubectl get -n rook-ceph ingress**
      1. You should receive similar output:

*NAME CLASS HOSTS PORTS*

*rook-ceph-dashboard nginxx k8-clst100-rook-ceph-ceph.abiwot-lab.com 80*

### Expose Rook-Ceph UI

#### Rook Dashboard UI Login and Verification

1. SSH into a control-plane node
2. Acquire UI login token
   1. Run **kubectl -n rook-ceph get secret rook-ceph-dashboard-password -o jsonpath="{['data']['password']}" | base64 --decode && echo**
      1. Copy output and **keep secure**
3. Navigate to the UI via a browser
   1. Navigate to **https://cdak8clst100-rook-ceph-ceph.**<domain>**/**
      1. Default username = ‘admin’
      2. Password is the output captured above
   2. The main dashboard should show the overall health as ‘healthy’

# Install Kubernetes Dashboard

## Helm installation of K8s-dashboard

1. SSH into a control-plane node
2. Run **helm repo add kubernetes-dashboard https://kubernetes.github.io/dashboard/**
3. Run **helm repo update**
4. Run **helm upgrade -i kubernetes-dashboard kubernetes-dashboard/kubernetes-dashboard -n kubernetes-dashboard --create-namespace --version 7.10.3 --set metrics-server.enabled=true --set metrics-server.args[0]=--kubelet-insecure-tls**

## Create User & Role for Kubernetes Dashboard

### Create User – admin-user

This user will be an Administrator level user within dashboard and cluster. **This account is to be used only by Kubernetes Admins.** Users should access the dashboard with their account via Dex.

#### Create Service Account – admin-user

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/k8-dashboard/**
3. Run **kubectl apply -f svcacct\_k8\_dashboard\_admin-user.yaml**
4. Validate the service account was created
   1. Run **kubectl get serviceaccounts -n kubernetes-dashboard**
      1. You should receive similar output:

NAME SECRETS AGE

admin-user 0 7m23s

default 0 48m

**kubernetes-dashboard 0 48m**

#### Create Bearer Token for Kubernetes Dashboard – admin-user

1. SSH into a control-plane node
2. Run **kubectl -n kubernetes-dashboard create token admin-user**
   1. Copy output and **keep secure**

## Expose Kubernetes Dashboard UI

### Configure Ingress-controller to expose Kubernetes-dashboard UI

1. SSH into a control plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/k8-dashboard/**
3. Run **kubectl apply -f ingress-k8dashboard-ui.yaml**
4. Validate the Ingress
   1. Run **kubectl get ingress -n kubernetes-dashboard**
      1. You should receive similar output:

*NAME CLASS HOSTS PORTS*

***k8-dashboard-ui-nodeport-expose nginx cdak8clst100-k8dashboard.abiwot-lab.com 80***

## Kubernetes Metric Server

This feature is now a part of the default install of the Kubernetes Dashboard platform.

Once the dashboard is installed, you can now also run the metrics from the cli.

1. SSH into a control-plane node
2. Run **kubectl top nodes**
   1. Output will be of all K8s nodes with CPU and memory
3. Run **kubectl top pods -A**

Output will be of all pods with CPU and memory

# Install and Configure Prometheus

## Install Prometheus

1. SSH into any control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/**
3. Add the Helm chart
   1. Run **helm repo add prometheus-community https://prometheus-community.github.io/helm-charts**
   2. Run **helm repo update**
4. Install Prometheus
   1. Run **helm upgrade -i kube-prometheus prometheus-community/kube-prometheus-stack --values helm/helm-kube-prome-stack-override-values.yaml -n monitoring --create-namespace --version 68.4.3**
5. Verify Prometheus pods are operational
   1. Run **kubectl --namespace monitoring get pods -l "release=kube-prometheus"**
      1. You should receive similar output:

*NAME READY STATUS RESTARTS*

*alertmanager-kube-prometheus-kube-prome-alertmanager-0 2/2 Running 0*

*kube-prometheus-grafana-57f9fbc585-skwhz 3/3 Running 0*

*kube-prometheus-kube-prome-operator-5d55d4548b-bh62w 1/1 Running 0*

*kube-prometheus-kube-state-metrics-6fb56b5c8c-dxwdx 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-52b6g 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-9p7cl 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-c5jxp 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-cvdmj 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-dgm4q 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-xjr7b 1/1 Running 0*

*kube-prometheus-prometheus-node-exporter-zrlnq 1/1 Running 0*

*prometheus-kube-prometheus-kube-prome-prometheus-0 2/2 Running 0*

## Expose Prometheus via Ingress Controller

### Expose Prometheus Components

#### Expose AlertManager UI

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/**
3. Create the ingress
   1. Run **kubectl apply -f ingress/ingress-alertmanager-ui.yaml**
4. Verify AlertManager UI exposure
   1. Launch a browser window with network access to the k8s cluster or external load-balancer
      1. Navigate to **https://cdak8clst100-monitoring-alertmanager.abiwot-lab.com/**

#### Expose Prometheus UI

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/**
3. Create the ingress
   1. Run **kubectl apply -f ingress/ingress-prometheus-ui.yaml**
4. Verify Prometheus UI exposure
   1. Launch a browser window with network access to the k8s cluster or external load-balancer
      1. Navigate to **https://cdak8clst100-monitoring-prometheus.abiwot-lab.com/**
5. Verify Prometheus Targets
   1. Navigate within Prometheus UI -> Status -> Target Health
      1. View the list and ensure all are reporting as ‘up’
         1. Some of the K8s core components will show as ‘down’. This is expected at this point and will addressed in the section “Monitor Kubernetes Core Components”

#### Expose Grafana UI

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/**
3. Create the ingress
   1. Run **kubectl apply -f ingress/ingress-grafana-ui.yaml**
4. Verify Prometheus UI exposure
   1. Launch a browser window with network access to the k8s cluster or external load-balancer
      1. Navigate to **https://cdak8clst100-monitoring-grafana.abiwot-lab.com/**
5. Verify Grafana graphs
   1. SSH into a control-plane node
   2. Acquire Grafana default login secret
      1. Grafana username
         1. Run **echo $(kubectl get secret --namespace monitoring kube-prometheus-grafana -o jsonpath='{.data.admin-user}' | base64 -d)**
      2. Grafana password
         1. Run **echo $(kubectl get secret --namespace monitoring kube-prometheus-grafana -o jsonpath='{.data.admin-password}' | base64 -d)**
   3. On your browser window, login to the Grafana UI with the credentials acquired above
      1. Navigate to General -> Kubernetes -> Compute Resources -> Cluster

## Monitor Kubernetes Core Components

Prometheus cannot scrape Kubernetes core components by default, since these pods are bound to localhost.

**Note of Caution:**

Ensure you understand the possible security implications of exposing the “/metrics” on the control-plane external IP. Since this K8s deployment has disabled anonymous API access, access to the “/metrics” still requires a token but, that alone is not the ultimate security guard.

1. Kube-controller-manager
   1. **Duplicate this step on all control-plane nodes**
   2. Need to change the bind-address on the kube-controller-manager
      1. Run **sudo sed -i 's/- --bind-address=127.0.0.1/- --bind-address=0.0.0.0/' /etc/kubernetes/manifests/kube-controller-manager.yaml**
2. Kube-scheduler
   1. **Duplicate this step on all control-plane nodes**
   2. Need to change the bind-address on the kube-scheduler
      1. Run **sudo sed -i 's/- --bind-address=127.0.0.1/- --bind-address=0.0.0.0/' /etc/kubernetes/manifests/kube-scheduler.yaml**
3. kube-proxy
   1. **This step only needs to be executed once for the cluster**
   2. Need to expose the kube-proxy metrics flag
      1. Run **kubectl get configmap -n kube-system kube-proxy -o yaml > $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/kube-proxy-cm.yaml**
      2. Run **sed -i 's\metricsBindAddress:.\*\metricsBindAddress: "0.0.0.0:10249"\' $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/kube-proxy-cm.yaml**
      3. Run **kubectl apply -f $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/kube-proxy-cm.yaml**
   3. Reset kube-proxy pods since configmap changes are applied during pod creation
      1. Run **kubectl -n kube-system delete po -l k8s-app=kube-proxy**
4. etcd
   1. **This step only needs to be executed once for the cluster**
   2. Metrics from etcd requires a daemonset to facilitate the scraping of the metrics.
      1. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/kube-prometheus-stack/kube-rbac-proxy**
   3. Create service account for etcd daemonsets and deploy daemonsets
      1. Run **kubectl apply -f kube-rbac-proxy-svcacct.yaml -f kube-rbac-proxy-daemonset-etcd.yaml**
5. Verify Prometheus targets
   1. Navigate back to the Prometheus UI – Status > Target Health
      1. All targets should no be reporting UP with metrics

## Additional Prometheus Monitoring and Grafana Dashboards

The management intention of this Prometheus stack is that each component (Calico, Rook, K8sPacket, etc…) will control their needs into monitoring.

Prometheus monitoring:

The general idea is any Prometheus targets you want to add to monitoring:

1. Create a service to gather metrics from a pod/daemonset
2. Create a service-monitor to gather the metrics via the service
3. The service-monitor requires the following to ensure it is automatically added
   1. Label
      1. **release: kube-prometheus**
   2. Namespace
      1. **monitoring**
      2. If you use a different namespace, then you need to add a service-account, with the appropriate permissions and/or network security policy to allow Prometheus access

Grafana dashboards:

The general idea is any Grafana dashboards you want to add to monitoring:

1. Create a configmap with the JSON format of the dashboard as the data
2. For the configmap to automatically add the dashboard, it requires:
   1. Label
      1. **grafana\_dashboard: “1”**
   2. Namespace
      1. **monitoring**

### Configure Calico for Prometheus monitoring

#### Service and Service-monitor Configuration

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/tigera-calico/prometheus**
3. Configure Felix metrics
   1. Deploy a service to target all the daemonsets of calico-node
      1. Run **kubectl apply -f felix-metrics-svc.yaml**
   2. Deploy a service-monitor to capture the endpoints of the Felix service
      1. Run **kubectl apply -f svcmon-felix-metrics-monitor.yaml**
4. Configure Typha metrics
   1. There will already be a service calico-system/calico-typha-metrics. This is deployed via the Helm override values within tigera-operator
   2. Deploy a service-monitor to capture the endpoints of the Typha service
      1. Run **kubectl apply -f svcmon-typha-metrics-monitor.yaml**
5. Configure Calico kube-controllers metrics
   1. There will already be a service calico-system/calico-kube-controllers-metrics. This is deployed via the default Helm values.
   2. Deploy a service-monitor to capture the endpoints of the Calico kube-controllers
      1. Run **kubectl apply -f svcmon-calico-kube-controllers-metrics-monitor.yaml**
6. Verify Prometheus targets
   1. From the Prometheus UI – Status > Target Health
   2. Locate the following new metrics
      1. **serviceMonitor/monitoring/calico-kube-controllers-metrics-monitor**
      2. **serviceMonitor/monitoring/felix-metrics-monitor**
      3. **serviceMonitor/monitoring/typha-metrics-monitor**
   3. It could take 1-2 minutes for the new targets to show in Prometheus

#### Grafana Chart Configuration

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/tigera-calico/prometheus**
   1. Run **kubectl apply -f dashboards/**
3. Validate dashboard
   1. Navigate to the Grafana UI
      1. Navigate to Home > Dashboards > Felix Dashboard (Calico)

### Configure Rook-Ceph for Prometheus Monitoring

These instructions will allow a central Prometheus stack to monitor and alert on the Rook-Ceph deployment.

#### Enable Rook-Ceph Operator and Cluster Level Monitoring

Rook-Ceph operator and cluster level monitoring settings require Prometheus to pre-exist before enabling, these steps must be phased.

Pay special attention to the Helm command flag **‘--reuse-values’**. This will essentially merge your existing values with any new ones.

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/prometheus/**
3. Enable monitoring on operator level (CSI metrics)
   1. Run **helm upgrade -i rook-ceph rook-release/rook-ceph -n rook-ceph --version 1.16.1 --reuse-values -f helm-rook-ceph-operator-monitoring.yaml**
4. Verify CSI targets in Prometheus
   1. Run **kubectl get servicemonitors.monitoring.coreos.com -n monitoring csi-metrics**
   2. Navigate to Prometheus UI > Status > Target Health
      1. You should see targets for **serviceMonitor/monitoring/csi-metrics**
         1. It can take 1-2 minutes for the targets to populate
5. Enable monitoring on the cluster level
   1. Run **helm upgrade -i rook-ceph-cluster rook-release/rook-ceph-cluster -n rook-ceph --version 1.16.1 --reuse-values -f helm-rook-ceph-cluster-monitoring.yaml**
6. Label Ceph service-monitors
   1. Currently there is no option to add labels to the service-monitors (via Helm) created for the ceph-cluster. So we will create a service-account and cronjob to add the **‘release: kube-prometheus’**.
   2. Run **kubectl apply -f rbac-servicemonitor-patch.yaml -f cronjob-patch-rook-sm.yaml**
7. Verify Ceph targets in Prometheus
   1. Navigate to Prometheus UI > Status > Target Health
      1. You should see targets for
         1. **serviceMonitor/rook-ceph/rook-ceph-exporter**
         2. **serviceMonitor/rook-ceph/rook-ceph-mgr**
8. Verify Prometheus rules for Ceph
   1. Navigate to Prometheus UI > Alerts
      1. You should see new rules for (rados, pools, pgs, etc...)

##### Ceph UI Observability

1. If you want to receive Ceph alerts within the Ceph UI, you have to point the resource to the Prometheus stack. In our deployment, we are going to use the AlertManager and Prometheus external address (same URL you use to get to the UI)
   1. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph dashboard set-alertmanager-api-host 'https://cdak8clst100-monitoring-alertmanager.abiwot-lab.com'**
   2. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph dashboard set-alertmanager-api-ssl-verify False**
   3. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph dashboard set-prometheus-api-host 'https://cdak8clst100-monitoring-prometheus.abiwot-lab.com'**
   4. Run **kubectl exec --namespace=rook-ceph -it $(kubectl get pod --namespace=rook-ceph -l "app=rook-ceph-tools" -o jsonpath='{.items[0].metadata.name}') -- ceph dashboard set-prometheus-api-ssl-verify False**
2. Verify Alerts
   1. Navigate to the Ceph UI > Observability > Alerts
      1. It can take a few min for this page to populate. You might also have to log out of the UI and back in

##### Configure Ceph Grafana dashboards

There are some basic dashboards to be installed (Ceph-cluster, Ceph-osd, & Ceph-pools) from the Grafana labs repository. These are maintained by the Rook community. These install instructions will use the sidecar method by creating configmaps within K8s for Grafana to automatically pickup.

See README for details how to create the configmap files

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/rook-ceph/prometheus/**
3. Install configmaps
   1. Run **kubectl apply -f dashboards/**
4. Verification
   1. Navigate to your Grafana UI and login
   2. Navigate to Dashboards > Browse
      1. You should see 3 new graphs
         1. Ceph – Cluster
         2. Ceph – OSD (Single)
         3. Ceph – Pools
   3. Click on each one to verify data is populated in each graph. Some graph sub-charts might take 1-2 min to populate

#### Configure CSI Addon-ons Metrics

Since we are using the provided service-monitor manifest from the csi-addons project, we need to modify a few aspects, on the fly, before being applied. The following command basically creates a new service-monitor manifest with additional label for Prometheus and deployed in the csi-addons-system namespace

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/rook/csi-addons/v0.11.0/kubernetes-csi-addons/config/prometheus**
3. Modify the monitor.yaml file
   1. Run **kubectl apply -f monitor.yaml --dry-run=client -o yaml | kubectl label -f - --dry-run=client -o yaml --local release=kube-prometheus | yq eval '.metadata.namespace = "csi-addons-system"' - > custom-monitor.yaml**
4. Deploy the service-monitor
   1. Run **kubectl apply -f custom-monitor.yaml**
5. Verify service-monitor deployment
   1. Run **kubectl get servicemonitors.monitoring.coreos.com -n csi-addons-system controller-manager-metrics-monitor**
6. Verify Prometheus Targets
   1. Navigate to Prometheus UI > Status > Target Health
      1. You should see **serviceMonitor/csi-addons-system/controller-manager-metrics-monitor**

### Configure NGINX-ingress Metrics

These instructions will allow a central Prometheus stack to monitor and alert on the NGINX-ingress deployment.

#### Prometheus Configurations

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/nginx-ingresscontroller/prometheus**
3. Merge the NGINX-ingress Helm deployment for monitoring
   1. Run **helm upgrade -i ingress-nginx-controller ingress-nginx/ingress-nginx --version 4.12.0 -n ingress-nginx --reuse-values -f helm-ingress-nginx-monitoring.yaml**
4. Validate monitoring components
   1. Run **kubectl get svc -n ingress-nginx -o wide ingress-nginx-controller-controller-metrics**
   2. Run **kubectl get servicemonitors.monitoring.coreos.com -n ingress-nginx ingress-nginx-controller-controller**
5. Validate Prometheus objects
   1. Targets
      1. Navigate to Prometheus UI > Status > Target Health
         1. You should see **serviceMonitor/ingress-nginx/ingress-nginx-controller-controller**
   2. Alert Rules
      1. Navigate to Prometheus UI > Alerts
         1. You should see **ingress-nginx**

#### Grafana Configurations

1. SSH into a control-plane node
2. Run **cd $HOME/projects/k8s/abiwot-kubeadm/framework/nginx-ingresscontroller/prometheus**
3. Run **kubectl apply -f dashboards/**
4. Validate Grafana dashboard
   1. Navigate to Grafana UI > Home > Dashboards
      1. You should see **Kubernetes Nginx Ingress Prometheus NextGen**

### Configure Cert-Manager Metrics

These instructions will allow a central Prometheus stack monitor and alert on Cert-Manger deployment.

#### Prometheus Configurations

1. SSH into a control-plane node
2. Run **cd $HOME/ projects/k8s/abiwot-kubeadm/framework/cert-manager/prometheus**
3. Run **helm upgrade -i cert-manager jetstack/cert-manager -n cert-manager --create-namespace --version v1.17.0 -f helm-cert-manager-monitoring-override-values.yaml --reuse-values**
4. Verify Prometheus targets
   1. Navigate to Prometheus UI > Status > Target Health
      1. You should see **serviceMonitor/cert-manager/cert-manager**

#### Grafana Configurations

1. SSH into a control-plane node
2. Run **cd $HOME/ projects/k8s/abiwot-kubeadm/framework/cert-manager/prometheus**
3. Run **kubectl apply -f dashboards/**
4. Validate Grafana dashboard
   1. Navigate to Grafana UI > Home > Dashboards
      1. You should see **Cert-manager-Kubernetes**

(left intentionally blank)

# Appendix A:

## Files:
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