Part 4:

*What data structure did you finally use for vectors? What is the asymptotic memory usage of a vector? Of all your vectors? Is this memory usage reasonable and why?*

We decided to use a HashMap as a designated data structure to hold entries of the related words, and their relation count. With (N) as the number of vectors and (S) as the length of related words within those vectors, our memory usage per vector is (S). Of all our vectors, our memory usage is (N\*S) We found this memory usage reasonable because at any point, to calculate TopJ or data for calculating centroids through iteration, we need to be able to pull related word info alongside their count.

*What algorithm did you finally use for cosine similarity? What is its asymptotic running time? Is*

*this running time reasonable and why?*

To calculate cosine similarity, after confirming that the magnitude of vectors wasn’t zero, we iterated through the main vector related words as a set using built in vector methods. For each element of that set that was related, we then multiplied it by the corresponding value stored in the comparison vector and stored it in a running sum. Afterwards, we divided that sum by the square root of the product of magnitudes.

It’s asymptotic running time is (W), with W being the amount of words, including zeros, that are stored in the main vectors related words.

We found this running time reasonable, as only one operation is applied for every value in the set, and the calculation of the sum is computed after the fact.

*What algorithm did you finally use for the Top-J calculation? What is its asymptotic running time (might be in terms J, too)? Is this running time reasonable and why?*

To calculate the Top-J result, we first used a HashMap of String Double entries to store the relations of each comparison word to each base word. For every word vector in the database, we then checked if it held the word we were comparing for and placed it in that relation map. “getMostRelated” then chooses the top J results from that comparison word. If not enough results are chosen, we have an additional iteration loop to provide extra results with unrelated values.

It’s asymptotic running time is (T\*J), with T as the amount of total words stored in the database, and J as the amount of results desired.

This running time is reasonable because the map allows us to find the best results from the values as a set.

*What improvements did you make from your original code to make it run faster? Give an example of your running time measurements before and after the changes. Describe asymptotic memory analysis, and/or profiling.*

Originally, within our index function of the database, we used to add sentences to the “all\_sentences” one at a time. Afterwards, we realized the default addAll method was much faster, and improved runtime for war and peace from 82 seconds to 62. Additionally, a major feature of the index function was using an updated vector to keep track of what words had already been updated. This way, we don’t reiterate through words when running updates.

The running time is then U, with U being the amount or words queued to update.

Part 5  
Findings of Top-J comparing indexing one text to indexing two texts:

Finding on Top-J with three similarity measures

Part 6:

Plot of average distance vs. iteration; how many iterations to converge?