# SEMAGE:一种新的基于图像的双因子验证码

## 摘要

我们提出了SEMAGE（**Se**mantically **Ma**tching Ima**ge**s），一种基于图片的验证码，它利用人的能力定义理解图片的内容和建立他们之间的*语义关系*。一个SEMAGE问题需要用户从给定的图片集中选择*语义关联*图片。SEMAGE有双因子设计，用户需要指出每个图片的内容然后理解和指出拥有语义联系的子集合。大多数的基于图片状态的图片系统像Assira[20]，只需要用户去解决第一个层次的问题：图像识别。利用图像语义关联创建更加安全和用户友好性更好的问题是SEMAGE创新之处。SEMAGE并不会有像传统的基于图片的方法有着可定制性和可适配性不好的缺点。SEMAGE不像现在的基于文本的系统，它是用户友好的而且很有乐趣的。这些特性让它对web服务提供者是十分有吸引力的。另外，SEMAGE是不依赖语言的和对定制高度灵活的（在安全性和可用性层次）。SEMAGE还是移动设备友好的，因为它不需要用户输入任何东西。我们实施大规模的174个用户的研究来定量比较SEMAGE，reCAPTCHA（test-base）和Asirra（image-based）的精度和可用性，这是史上第一次。用户研究进一步验证我们的观点，结果表明用户使用我们的系统拥有更高的精度，并并且认为我们的系统是有乐趣的和简单的。

## 类别和主题描述

K.6.5[计算机空间]：计算机管理和信息系统 - 安全和保护

## 主要词汇

安全

## 关键字

验证码，基于语义的交互验证，双因子验证码

## 1. 前言

在生活的各个领域，每天都有新的web应用和服务出现。许多人都适应了在线服务，如email服务，论坛和专业兴趣组。对于服务提供者，一个重要方面是考虑怎样确保服务和资源能被目标客户使用。恶意使用服务，如使用机器人去注册合法账户[9]，不仅会占用宝贵资源，还未发布恶意信息埋下伏笔。所以服务提供商能从人类的访问中分辨出机器人是十分重要的，为了这个目的，验证码系统被广泛使用。 验证码（CAPTCHA）是“Completely Automated Public Tests to tell Computers and Humans Apart”[29,28,27,15,9]的缩写。主要思想是出一道困难的AI问题来区别当前服务的是机器人还是合法用户，除非AI技术获得突破性进展。验证码系统的鲁棒性并非依赖数据库的安全性，而是这个问题固有的难度。解决验证码问题的难度对于人和机器人来说，通常有相同的难度。因为验证码系统很少是独立的，它一般是应用程序的一部分，如在线注册，让用户花多于几秒钟的时间去解决验证码问题是不现实的。于是，在现实系统中，一个复杂的问题需要人花费很长时间去解决是不现实的。 辨识扭曲的文字，基于图片的提问，是一种防止机器人的技术，使用非常广泛。然而，伴随着计算机视觉领域的发展，机器人已经可以破解使用如OCR（Optical Character Recognition）和语义[30, 26, 16, 2, 19]技术的文本验证码。引入噪声和扭曲来提高基于文本的系统复杂度虽然让机器人的破解变得困难，但是同样也降低了用户友好性和可用性。 基于图片的系统目的是提高验证码系统的可用性[20,3,17,23,18,7,25,32]。然而，许多现有的基于图像状态的图片系统如Asirra[20]有着灵活性和适应性不良的缺点。Asirra是难度只有图像识别，需要用户来找出所有的猫从猫和狗中。在像Asirra系统上，如Golle所示[22]，一种特别的机器学习技术的攻击方法已经获得很高的识别率。此外，呈现给机器人的固有选择总是二值（一个图片是猫或是狗），让它对模板适应攻击很敏感，这个问题将在4.2章中详细讨论。我们提出了SEMAGE，一种新奇的基于图像的验证码系统，它有双因子模型需要用户来识别图片和确定图片所共有的语义上的联系。语义上联系使得SEMAGE有更好的鲁棒性来面对相同的机器学习攻击。其他的基于图像的系统，像ESP\_PIX[3] 和 SQ\_PIX[7]有语言依赖和可使用性的担忧。我们将说明更多的验证码系统和它们的局限性在2章中。 在本论文中，我们提出了SEMAGE（**Se**mantically **Ma**tching Ima**ge**s），一种双因子验证码系统。在SEMAGE系统中，我们把一系列的候选图片呈现给用户，而不呈现拥有语义联系的子集合。对于用户的挑战是在内容中确定系统定义的语义相关的图片。需要注意的事，在正确集合里的图片不需要拥有相同的对象，一个语义相关的图片集合可能是不同物理属性单却有相同的定义内容的实体的图片组成的。考虑这样一个例子，用户需要回答内容相似拥有相同起源的图片，候选集包括图片如木柴，木椅，火柴，电器，一个动物和一个人，木柴，木椅，火柴属于一个相似集。 SEMAGE验证码系统难度体现在两个方面：（1）用户需要独立的指出每张图片的内容，也就是图像识别，（2）还需要在理解图像的语义关系的基础上正确的匹配文件。人类会很自然的采用他们的认知能力和平常直觉来解决这个问题，甚至不会感觉到这个问题固有的难度。同样，机器人也要面对相同的难度，即理解图片并指出它们之间的关系，这构成了一个很难的AI问题。我们的双因子设计主要目的是提高机器人破解的难度等级的同时提高用户友好性，而不牺牲系统的鲁棒性。 SEMAGE的新奇之处是呈现给用户双因子问题：“在给定的内容中确定相同语义的图片”。展示语义相似的图片让用户选择的点子比简单的选择相同物种的动物图片更加宽广（Assira中的例子是猫）。这个特性让SEMAGE与基于图像状态的图片不同，它仅仅需要用户解决第一个层次的问题：图像识别。计算机很难去理解并确定图片内容的语义，这使得SEMAGE对于机器人有很好的鲁棒性。我们将陈述和讨论一些相似语义的需要在3章。 我们也实现了一个非常简单的SEMAGE例子，使用真实的和卡通的动物图片。用户需要挑出相同物种的图片（真实的或是卡通的）。这种特别的实现会有明显的好处：（1）因为用户可以很容易的在真实和卡通图片之间建立连接，所以没有给用户增加负担，却增加了用户的乐趣；（2）因为机器人卡通图片可能没有真实的物理上的动物的属性，从而增加机器人破解的难度等级。除此之外，SEMAGE提供了一个容易操作的接口来指示正确的答案，这使得它对输入比较困难的设备如基于触控的系统和小的手机来说是理想的选择。图片1是一个简单的简化了的SEMAGE。人们可以确定图片的标签，而机器人却很难找出真实和卡通图片之间的联系，因为形状和纹理是不同的。需要注意的是，这里只是一种SEMAGE的实现。其他任何的*语义关系*都可以被用来当实体，来替代我们的简化的实现。 这篇论文的主要贡献如下：

* 我们提出了SEMAGE，一种基于图片的双因子验证码，它有价格独一无二的特性。SEMAGE的设计使用简单的办法提升了自然的和受欢迎的网站的安全性和可用性。SEMAGE验证码图片可以变化，使其适应不同需求的网站。事实上，给图片标示上*语义联系*是很简单，可以根据直觉完成的事。我们提供了深层次的安全分析来展示SEMAGE对于许多攻击有更好的鲁棒性比起现有的系统。
* 我们更进一步的使用简单的简化的SEMAGE实现，实施了一个大尺度的用户研究，174个用户参加了这个研究。我们系统与基于文本的验证码系统reCAPTCHA[6]和基于图像的Asirra[20]在可用性和娱乐性上进行对比。正如5章节讨论的一样，结果显示我们的系统更加容易去使用，参与者对我们系统的娱乐性给出了很高的评价

## 2.背景

CAPTCHA系统，特指基于文本的，作为反机器人首选方案，已经被广泛的使用在互联网中。最近，随着计算机视觉技术的提高，基于文本的系统变得对于机器人的攻击易感，攻击拥有很高的成功几率[30,26,16,2,19,13]。因此，很多精力花在了如何替换CAPTCHA系统，如基于图片的[20,3,17,23,18,7,25,32]和基于声音的[14,10,1,21]系统。

### 2.1 基于文本的系统

大体来说，基于文本的验证码系统让用户辨识字母或者数字。GIMPY是一种经典的例子[4]，攻击基于文本的系统大多使用OCR(optical character recognition)算法。这个算法首先把图片分割成小的区块，每个区块只有一个字母，然后使用模式识别算法去匹配每一个区块和字母模板的特性[30,26,16]。这里的后一步是一个很成熟的AI问题。为了防止这样的攻击，基于文本的系统使用了如下的技术来加强鲁棒性[15,19]：

* 添加一些噪音，如一些散落的横线和点，到背景中来干扰区域分割算法。
* 字符被连接起来，或者互相重叠起来，来让攻击算法无法正确的划分图片到正确的区块里。
* 字符是扭曲的来增加文字识别的难度。

然而，以上的技术提高了人类识别的难度。字符的连接让人类也很难识别。举个例子，让字符‘r’和‘n’被连接起来，就像是字符‘m’。扭曲的字符不仅折磨用户的神经，还会影响准确率。图2展示了一个很难去解决的基于文本的问题。 基于文本的系统面对一个必然的处境：当验证码系统变得复杂后，人们会解决觉得验证码很难受的。这可能是一些热门的网站如MSN邮件使用简单的干净的的验证码，但是破解的准确率高于80%[30]。一些系统使用特别的颜色来标示每个字符，再给背景添加非字符颜色。然而这些都能很容易被自动化的程序移除，并没有个机器人添加任何的困难[31]。 热门的系统，如‘reCAPTCHA’[6]使用词典单词，这些单词是被真实的自动化OCR程序标示为无法识别的，这个过程也被来数字化图书和验证其他用户数据如的正确性。然而，reCAPTCHA同样也减少了用户友好性和用户满意度，因为一些高度扭曲和噪音。

### 2.2 基于声音的系统

基于声音的验证码系统[1,14,10,21]补偿了可视化验证码系统无法满足视觉障碍的人的可用性需求。在一个典型的基于声音的系统里，字母和数字被随机的时间间隔隔开来以发音的方式呈现出来。为了使它对机器人更加有鲁棒性，背景噪音被添加到音频文件中。这样的系统很大的依赖声音硬件，并且用户只有很少的时间去确定每一个字符。一些人认为，声音验证码系统仅仅是基于文本的系统的听觉版本。虽然可视化的东西呗声音代替，但是构成攻击的基础都是相似的 - 特征提取和分类字母。对于机器人和人类的难度曲线是相似的[12]。所以声音验证码系统既没有提供更加用户友好的接口对于视觉访问用户，也没对机器人有更好的鲁棒性[11]。

### 2.3 基于图像的系统

基于图像的系统的出现时为了替代对于人来说越来越复杂的基于文本的验证码系统，基于图像的系统人类更好去解决。设计一个好的验证码系统，安全性不仅仅是考虑因素。所有的验证码系统都是HIP（Human Interactional Proofs）的一种形式，需要用户加入。所以用户友好性在设计中是一个很重要的因素。Tygar[17]提出了一个好的验证码系统有如下需求：

* 对于人类来说，任务应该是很简单的
* 对于计算机算法来说，任务应该是很难得
* 数据库应该能很简单的被实现和分析。

基于图片的验证码主要利用图片比起文本有更多信息。对于人类来说依靠直觉能很好抓住图片的额特征而对于AI算法来说，却是很难得。ESP-PIX[3]是呈现给用户一系列的图片，然后需要用户从一些类词语中选择一个能描述所有图片的。这中方法有两种缺点：它还是依赖文本去表达含义，因为所有的单词都是英文，用户验证成功很大程度上依赖他对英语的熟练程度（或者它移植到的其他语言）。它不仅仅依赖语言，还很难去实施。用户需要大致浏览所有的给出的单词，然后找到一个最可能的单词。SQ-PIX[7]也给用户一系列图片，但是让用户选择一张定出物品名字对应的图片，并标示出物品所在位置。这同样也是依赖于语言的而且在指定图片的时候需要一个手持设备如鼠标来操作，并不能对所有用户都简单。 Google的图片验证码‘what’s up’[23]需要用户去调整图片的方向。这样的系统是语言无关的，但是调整的过程需要很多的精力和微小的鼠标（或者其他硬件）移动。还有一些图片可能有些模棱两可因为它有多个正确的方向。 Microsoft的Asirra[20]利用了在petfinder.com上的已有的数据库，呈现给用户许多猫和狗的照片，然后让用户在12个宠物中确定所有猫的图片。这个平台是语言无关的，需要用户查看12张图片，然后平均点击6次。图3显示Assira的一个简单例子。 Asirra配合petfinder.com可以访问他的很大的有猫和狗的数据库。但是固有的难度对于机器人来说仅仅是区分猫和狗。这使得Assira是不稳固面对机器学习攻击[22]。而SEMAGE在有双因子设计，用户需要识别每张图片，还需要理解并确定它的子集语义上的联系。而Assira只需要用户去解决第一个层次（图像识别）。利用图片之间的语义相关性，制造更加安全和用户友好的测试让SEMAGE有更好的鲁棒性。

## 3. SEMAGE设计

我们提出了SEMAGE，“**Se**mantically **Ma**tching Ima**ge**s”，一种新奇的基于图片的双营子验证码系统，他利用图片之间的语义关系。语义上的查询已经被用在其他领域如web搜索[24]。我们构想定义语义相似的图片然后设计一个利用这样概念用户友好的和有更好鲁棒性的验证码系统。

### 3.1 直觉思想

所有的基于图片的验证码系统有两个组件：一个图片数据库和一个怎样去使用数据库创建问题的‘概念’。固有的概念和PIX[8]一样简单，就是从数据库中抽取一系列有相同物体的图片展示出来，然后让用户指定合适的图片标签或者更复杂的东西像Cortcha[32]。Cortcha使用书库创建一个待修复的图片和一些候选图片，然后让用户把正确的图片放置到待修复的图片中。 SEMAGE背后的思想是使用图片之间的语义上的关联，让用户选出语义相关或是相似的图片。语义关系是相似图片背后的真实的描述。语义关系的选择对于一个应用来说有很大的自由度，数据库给了很大可定制的灵活性。举个例子，对于一个电子商务网站，SEMAGE可以以产品图片形式显示出来（ipod，zune，电视，燃气热水器，冰箱等等），让用户选择能干相同事的东西（在这个例子中是ipod和zune，都是音乐播放器）。 SEMAGE呈现一系列的候选图片，这些候选图片的子集有相同的隐含的连接或是关系。对于用户的问题是正确的确定所有图片的语义上的关联。

### 3.2 定义语义关系

我们现在陈述选择‘语义相似’关系的图片来创建验证码问题。‘语义标签’是一个专业词汇表述一个对象的有关系的标签。语义标签可以被直接的使用来标示数据库创建问题。让标示返回x的语义标签的函数，我们认为两张图片是语义相关的，如果他满足下面的任意一种情况

* 情况1：如果两张图片拥有相同的语义标签。给出两张图片A和B，他们如果，则认为他们有语义上的联系。例如，一个电脑的图片和一个电视的图片被定义一样的语义标签()‘电器’
* 情况2：两张图片被分类到相同类别的语义标签。给出两个图片A和B，他们有语义上的联系如果，其中代表一个语义标签。举个例子，一个狮子的图片和一个鹿的图片可以被分到相同的语义标签下‘四条腿的动物’。相似的，一个电视的图片和一个电脑的图片可以被分到相同的语义标签‘电器’。
* 情况3：当两张图片放到一起的时候，他们展示了独一无二的可辨识的概念。给出两张图片A，B和一些语义标签C，其中C代表需求的集合，A和B是语义上合适的如果其中标示左边的满足右边的需求，举个例子，一张打印机的图片和一张纸的图片也可以被定义为可以辨识的概念‘打印’，这是一个语义标签。

‘语义关系’的需求更加普遍，语义相关增加，因为我们可以将情况1移动到情况3.为了建立一个SEMAGE问题，我们应该确保只有一个图片的子集可以满足上面的情况，最好给图片最少的广义标签。

### 3.3 问题创建

我们开发了一个简单的逻辑去创建SEMAGE问题。首先我们定义需要的相关参数如下。 是一个问题中图片的数量，是相似的或是有关系的图片数量。是一个超集，代表数据库中所有图片的集合。每个测试的集合表示为，也就是。存在的‘语义相关’的子集为,让所有的在中图片有相同的语义标签。举个例子：，是图片的集合，，中的每一张图片有与中元素不同的语义标签。也就是。这表示所有在子集中的元素和中的元素有不同的语义标签，这样可以使中的有语义关联的图片不是模棱两可的。这样的话，每一个问题的集合。 我们现在描述一个简单的算法来实现验证码问题生成，详见算法1.数据库由有语义标签的图片组成。算法开始的时候和都是空的。我们随机的从数据库中选择出标签，然后用有相同标签的图片填充。然后我们用有和先前和中选择了的图片不同标签的图片填充。和中图片数量由和决定，这个是由用户指定的。和中的图片被以随机的顺序以表格形式呈现给用户。

### 3.4 数据库

填充数据库对于基于图片的同时是一个重要的问题。不像文本验证码，可以使用随机的字符组合来创建验证码问题，SEMAGE中的图片需要语义相似，这个需要小心的被设置。一些人可能随意使用搜索服务（像Google）来搜索相关的图片。而在我们的实现中，我们开发一种半自动化的机制在爬Internet时填充数据库。也同样可以从电影中或是短片中提取。以上所有方式都是半自动化的，需要一些人力清除不相干的图片。这种方法的缺点是攻击者可以冒险的花费足够多的时间和人力来重新构建整个数据库。 因为SEMAGE固有的设计，它提供一个为网站创建数据库的方法，像电子商务网站，已近有了一个图片数据库。电子商务的web提供商一般同一个商品的多张图片（如从不同角度的图片），同一种产品的不同样式（相同的产品，不同的颜色，尺寸，包装），多重相同类比的商品。图片被产品信息标示，产品信息可以分到不同的类别。使用‘内容语义’多种关系可以被建立。有了富足的存在标签的信息，我们只要添加很少的逻辑就可以实现‘验证码问题创建’算法。此外，一些数据库还实现了复杂的关系，如‘相似的产品’，当用户浏览某件商品的时候可以推荐类似的商品。这样，更加复杂的‘语义关系’可以利用这样的信息被建立。使用这样的图片不仅仅可以让数据库更加安全，还可以当做商品的广告。

## 4. SEMAGE分析

### 4.1 设计分析

#### 4.1.1 可用性

安全可用性是SEMAGE重要的关注点。图片包含的内容对用户的认知是有意义的，是很容易辨认的出的。利用人类广阔的常识存储，我们的设计可以让用户花费很少的努力来解决问题。此外，它合乎人的思考方式 - 人类看到图片的第一眼就是看看图片关于什么，而不是考虑那些细节（方向，某些图片的特性）。建立物体之间的联系人类很自然，人类也可以自动的去掉那些模糊不清的东西。举一个例子，一个红色骑车被呈现在其他颜色的车里，人类立刻就能注意颜色的不同。然而，如果相同的红色汽车和红色水桶，红色衣服呈现在一起，人类立刻就能注意到物体类别的不同。对于电脑来说，这里的每一步都是很难的AI问题。在第一步需要进行图像识别，去确定图片包含了什么，并标上预标签。解决‘关系’问题，计算机不仅仅需要很大的正确标签数据库，还需要很复杂的AI直觉。这样对人和电脑来说，有很大的难度差异。 另外，SEMAGE对用户来说，提供了一个简单实现的接口去标出正确的答案。只需要鼠标简单的点击即可选择正确的答案，这使得SEMAGE对触屏系统和小的电话来说是一个理想的选择，因为打字是和困难的。这也比跟踪突出的物体简单得多（如SQ-PIX[7]）。

#### 4.1.2 语言依赖性

我们的设计利用图片语言的约束。一些验证码系统也使用语义线索如ESP-PIX[3]。然而它需要用户去寻找正确的单词，在一系列的描述图片内容的单词中。这就受限于用户对语言的熟练程度。我们的税基是语言无关的，可以被全世界的用户使用。这特别的使不习惯把英文当做日常语言的人。

#### 4.1.3 定制灵活性

我们的设计提供了几种方法去自定义问题，包括内容，安全等级，可使用性等级。图片数据库可以被定制来适应需求和宿主网站的样式。如，对于特定的利益集团，数据库可以是集团的主题的物品，如电影截图之于电影出租网站或者特殊产品之于电子商务网站。这提供了可能的内容广告或者提供了一些乐趣，而不是传统的无聊的验证码测试。 它也同样很容易的定制安全等级对于网站的管理员。管理员可以决定图片池的大小和正确答案集合的大小。考虑这样的设定，是候选图片的数量，用户需要选择张匹配的图片，随机猜测成功概率为。提高答案集合的大小并不是很必要来减小随机猜测的成功概率当很小的时候，但是当增加的时候，随机猜测攻击的成功率下降。考虑用户体验，用户使用在验证码上的时间随着候选图片池中的图片数量提升而提升，但是提高答案集中图片的数量并不明显增加用户使用的时间。我们认为选择最佳的和决定于实际使用的图片的内容，如果需要这样的数据，可以进行一个特别的用户研究。

### 4.2 安全性分析

我们考虑一个对手模型，机器人可以访问一个没有标签和分类的图片数据库，而这个数据库就是我们的出题来源。这里需要注意的是，如果给足够的时间和资源，下面讨论的攻击可能能成功，但是需要花费长时间类破解，也是这类系统设计的最初的目的。我们的目标正如其他的验证码系统一样，让当前的攻击尽可能的困难，这样任何成功的攻击需要在技术上有大幅度的进步。我们现在确定和分析一些可能的攻击方法来攻击我们的系统和需要花费多少来避免他们。

#### 4.2.1 使用机器学习的方法来攻击

相似的技术被使用来攻击Asirra[22]也同样可能被用来攻击我们的系统。攻击Assira的方法可以用来攻击我们模型的第一个层次‘图像识别’，本质来说，攻击者尝试获得确定数量的正确的有标签的图片，用来训练几种不同的分类器，要么是基于色彩信息的，要么是基于纹理信息。然而，解决一个SEMAGE问题不仅仅需要图像识别，更需要确定‘语义关系’。确定图片之间的‘语义关系’是一个还没有解决的AI问题。更进一步，即使语义联系是很弱的，语义标签就是物品的名字，SEMAGE可以容纳更多的物品类型比起Asirra（仅仅为2），所以攻击者需要构建可以进行更多类型分类的分类器。 现在让我们考虑有一个非常简单的‘语义关系’，相同动物的‘真实和卡通’图片（如5章中使用的）。卡通和真实的动物的物种的颜色和纹理数据变化要比卡通和真实的动物大得多，正如图4说明的。然而，攻击者可以尝试训练分类器独立的分类真实动物和卡通动物，性能将会随着分类器数量的提升而降低，而且会变得很复杂。所以使用这种算法攻击的成功率将会很低。

**使用模板适应技术的攻击**：在图像识别领域，一个开发区域是适应物体到特征的模板上。举个例子，一个椅子可以被确定，如果给一个模板‘四只脚，水平的上顶’。因此，对于一个兔子来说，特征可能是‘朝上的长耳朵’。然而，这是很难定义‘长的’比起‘朝上’。一个鹿有一个朝上的耳朵可能被分到‘兔子’模板。更进一步，不是所有的物体都有这样独一无二的确定的简单的特征

#### 4.2.2 随机猜测攻击

对于一个SEMAGE模式陈列个候选图片需要用户选择个匹配的图片。成功随机猜测概率为。正如图5所示，选择一个小的和可能让系统对随机猜测攻击脆弱。另外一方面，一个小的，是系统有 更好的用户友好性，让用户更少遭受挫折。我们实现的为了用户研究的系统使用了较小的，值，这使得系统对随机猜测攻击更加敏感。在小的,系统中，多个轮回的SEMAGE可以构成一个问题。这样的技术已近被使用在现有的系统如reCAPCTHA。选择相关的小的，值，我们牺牲了一点安全性来换来可用性。我们这样做是因为我们可以弥补SEMAGE对于随机猜测攻击的敏感，我们可以使用令牌桶（Token Buckets）[20]系统来阻止暴力攻击者。Assira需要更多的图片在每一个问题集被保护因为物体只有有限的鉴别集合（实际只有2，只有猫和狗），而从理论上来说，在我们的SEMAGE实现中，有上千种不同的类别。这样SEMAGE的双因子设计允许我们使用小的，而不太多的牺牲系统的安全性。 一个SEMAGE系统同业也可以被其他技术实现，如部分信用算法（Partial Credit Algorithm ）[20]，它允许一个比较大的，，然后定义一个‘大体上正确的’回答集合，其中缺失一张图片。令牌桶（Token buckets）[20]同样可以实现防止暴力攻击者进行连续的随机猜测攻击。

#### 4.2.3 使用静态图片名字资源来攻击

如果HTML标签的源代码中含有图片的名字，攻击者可能潜在的使用这些名字来确定相似的图片。然而，这类的攻击可以被在源代码中使用随机名字的方法很容易的防止。在我们的系实现中，图片的名字不会暴漏给了用户，THML中的图片名字被随机化，然后发给用户的。

#### 4.2.4 使用根据系统使用关系创建的攻击数据库

攻击者可能手动定义全部的‘语义关系’，然后搜索并构建图片的仓库，从而建立攻击仓库。使用有标记的图片的数据库，暴力搜索来破解候选集合可能让他获得‘相似的’正确的集合。但是匹配每个问题中的图片可能花费很多的时间和资源，而不能构成可行的攻击；也有可能超出每个问题的最大提交时间。

#### 4.2.5 使用挖掘图片的纹理信息来攻击

潜在的攻击者可能使用像Google的goggle系统，一个基于图片的搜索系统，来发现候选图片集的纹理描述，来确定图片之间的而联系。我首先讨论图片识别或是搜索现在仍然不够成熟（对于未知图片，仍然是一个很难的问题）。另外，确定图片之间关系，仅仅用纹理描述，仍然是一个很复杂的未解决的AI问题，特别是正确的相似图片决定于语义内容。这样的攻击潜在可能攻击大多数基于图片的系统，如Assira，PIX，SQ-PIX，但是因为SEMAGE的双因子设计，机器人任然需要理解和定义语义上的联系。纹理描述可能只能解决图片识别问题。可能存在一些图片在描述上有重叠，但是却不在同一个‘语义相似’的集合上。考虑这样一个例子，候选集合是‘四条腿’的动物。其中包括昆虫，鹿，柿子，人类，电子器件和其他不相关的东西。即使能对比纹理描述，但是对于机器人来说，确定狮子和鹿的关系还是很难。

## 5. 评估

我进行了一个大型的用户研究来评估SEMAGE的可用性，与Assira和reCAPTCHA做对比。为了这个目的，我们首先创建了一个网站，可以提供给用户简单的SEMAGE问题。

### 5.1 SEMAGE的简单实现

在我们的简单实现中，每一个问题由确定数量的图片组成（图片的数量是可以配置的），图片集合的一个子集中的图片有相同的唯一的关系或是特征。图片更进一步的进行随机的噪声和简单替换纹理的处理。我们的实现使用了PHP实现和MySQL当做数据库。图6是高层的实现设计。

**选择‘语义关系’：**在我们的实现中，问题集合由真实的和卡通的动物图片组成，关系子集的定义相同动物的‘真实和卡通的图片’。使用‘真实的和卡通的’关系去定义图片的‘语义关系’有以下优点：

* 相同动物的真实的和卡通的图片的关系是微妙的和多种多样的。原因是真实的和卡通的动物的可视化属性可能完全不同如形状，大小，轮廓
* 人类有固有的能力建立不相似的对象的可视化属性，这样可以很容易的通过测试，而当前图片状态的机器人却不能。我们将测试这样假设在用户研究中，这个将在5章中详细讨论
* 生成一个大的数据库是很容易的。一个简单的动物搜索，即可从iamges.google.com中获得成千上万的实体。因此，我们可以很简单的很快的建立一个很大的数据库。

图7显示了一个简单的我们实现的SEMAGE测试。我们的问题中图片的总数为6，‘语义相似’的图片为2张，其中一张是真实的图片，而另外一个张是相同动物的卡通图片。

**数据库生成：**SEMAGE实现的第一步，在‘相似’图片上定义语义联系，是数据库生成。在图6中展示了一个实现了的图片搜索和下载工具当做图片接收器，其中搜索和下载需要WEB上图片。这个工具接受搜索关键词（来搜索真实的和卡通的动物图片），图片维度，图片下载数量和标签。它将会自动的下载图片，并存储在数据库中。一个简单的动物搜索，即可从iamges.google.com中获得成千上万的实体。因此，我们可以很简单的很快的建立一个很大的数据库。实际中个，因为自动匹配不总是能找出相关的结果，我们需要从集合中手动剔除无关系的图片。

**动态噪声添加：**为了让基于机器学习图片分类器的攻击变得困难，我们在每一个问题的创建过程中随机的在图片中添加一些噪声。我们填在噪声在随机的形状里，再进行色彩的替换在ImageMagick库的帮助下[5]。添加的噪声形状可能是图片的中心也有可能是图片的边缘。我们同样也做一些颜色调整来防止机器人分类器简单的将噪声移除。这样的而随机噪声策略确保了每一张图片有不同的噪声等级。图8显示了SEMAGE问题添加噪声后的样子。

**接口：**正如图8和图7显示的一样，每一个问题由一系列图片组成。表格的标题描述用户需要点击的相似图片，然后点击提交发送响应到服务器验证。我们实验了不同的布局，如图片每个之间都距离很远，或者是图片是在一行或是一列，最后我发现图片在一起形成一个表格可以更加简单的确定相似的图片。

### 5.2 用户研究方法论

一个综合的IRB用户研究方法被实施来收集SEMAGE到底有多么的用户友好性的数据,这是一个被部署在实际系统上的验证码本质标准。我们结合了reCAPTCHA，一种基于文本的系统，和Asirra，一种基于图片的来自微软的系统，在用户研究中比较分析。Assira和reCAPTCHA在开放的web服务使用很多，很容易被我们的研究集成进来。志愿者远程参与这项研究，他们被给了一张纸的画报来告诉他们需要做什么来通过系统测试。我们记录他们完成每个问题的时间。用户可以得到他们是否通过了测试，在下一个测试出现之前。

一共174个志愿者参加了这个研究，主要人员是毕业学生和在校学生。用户池是各种各样的，大多数的用户都是没有计算机科学学科技能，还有一些英语为母语，或不是母语的人。用户池里有66个女性108和男性。所有测试的人都不知道我们的系统使用了SEMAGE。正如之前说明的一样，我们收集每一个用户完成测试的时间。我们也监控了所有尝试不论是否验证通过。我们也同样收集每一个测试成果和失败的次数。

### 5.3 用户研究结构

用户研究通过网页，分为以下几个阶段

* 一个初始化的问卷需要回答他们对验证码的熟悉程度，英文的熟练程度和其他人口统计学的问题如性别和年龄区间。
* 一张纸的潜在描述SEMAGE，Asssira和reCAPTCHA，让榕湖知道怎样去解决每一个问题。
* 5个不同的SEMAGE问题
* 5个不同的Asirra问题
* 5个不同的reCAPTCHA问题
* 一个最终的简短的问卷问用户SEMAGE与Assira验证码的娱乐程度和易使用程度。 我们相信对于每个系统画报般的描述是很必要的对于公平的使用性数据统计在图像识别系统中。用户可能是第一次看到基于图片的验证码，因为用户在过去可能总是使用基于文本的问题。向他们展示每个系统怎样能通过测试，可以让我们收集更加公平的数据。这个研究平均花费8.7分钟完成。 我们把可用性评估分为以下几个维度：
* 用户完成问题的速度
* 用户需要多少次尝试才能通过测试
* 用户认为系统是有乐趣和简单的吗？

### 5.4 时间统计

正如表1显示，用户完成基于文本和SEMAGE问题速度快于Asirra。几乎所有的用户需要6秒钟以上完成Assira测试。

|  |  |  |  |
| --- | --- | --- | --- |
|  | SEMAGE | Asirra | reCAPTCHA |
| Time Taken in seconds | 11.64 | 17.35 | 11.05 |

图9是时间分布图表，图中显示出每一个SEMAGE问题使用11.647秒或者更少，相反Asirra用户使用的时间在17.355秒左右。大部分的数据都是一致性均匀的，平均时间并不很大程度上收那些离散点的影响。这代表了大部分用户的行为。

我们发现，用户解决SEMAGE的时间与reCAPTCHA相似。这真的很令我们惊讶。我们原以为解决SEMAGE会比reCAPTCHA速度慢得多，因为基于文本的验证码被用户查分时间的使用，用户已经熟悉他们了，而我们的系统很多用户都是第一次看。这个令人振奋的结果表明，SEMAGE是一个非常用户友好的，而且比较容易去使用的。 我们承认Assira问题由更多的图片组成，可能需要使用更多时间去解决。然而，Assira每个问题需要更多的图片来确保安全，因为只有很有限不同类别的主体（只有两种，猫和狗），而我们的SEMAGE系统从理论上来说，有成千上万种不同的类别。更进一步来说，如果只有两个类别，用户只需要将对象放到两个类别其中一个类别里。另一方面是SEMAGE需要用户联系两个或者更多的图片，这可能需要用户花费更多的时间。然而，时间数据显示，SEMAGE问题比它更简单，因为人类的自然认知能力。

### 5.5 精度数据

简单的说，SEAMGE正确的的尝试比Asirra高。这显示了用户可以更加正确解决更多SEMAGE问题。图10(a)展示了SEMAGE和Assira正确的尝试的数量。在问卷的一开始我们同样问用户他们对验证码的熟练程度和适应程度，从1到5打分（5是最好的），正如我们在图10中看到的一样，即使是参与者他们自己对验证码系统熟练程度打分较低的（小于等于3），他们依然能表现出很好的正确率在SEMAGE和reCAPTCHA上比起Asirra。

为了让系统能被部署在真实的场景中，需要对人类有一个很高的尝试正确率。‘尝试正确率’（C.A.R）是正确的尝试除以所有尝试。这意味着人类需要多少次才能通过测试。这个数字越接近1，系统的可用性越高。

用户研究数据表明我们系统（0.94）比起Asirra（0.91）更高。用户对基于文本验证码系统更加熟悉，我们期望他们可以在reCAPTCHA系统中干的更好。但是再次，SEMAGE比起传统的基于文本的系统，完全差不多。这数据表明，我们的系统有很高的可用性比起现在基于图片状态的图片系统（Asirra）。

### 5.6 娱乐性和简单使用性

在对比三个系统之后，用户被问及比较SEMAGE和Assira的娱乐性和轻松性。这里有两个独立的问题：之一是娱乐性，另外一个是轻松性，让用户选择如下的打分：

* 1，如果用户认为Assira有更好的娱乐性或轻松性
* 3，如果用户认为Assira和SEAMGE有相等的娱乐性或是轻松性
* 5，如果用户认为SEMAGE有更好的娱乐性或轻松性
* 2或4，如果用户倾向于Assira或是SEAMGE

这些因素给我们提供了更加主观的指示器。我们可以很清楚的从图11中看出，大部分用户（50.92%）选择4或者5，这表明SEMAGE有更高的乐趣。仅仅16.07%的用户选择1和2，这表明Assira有更高的乐趣。这很明显的支持更多用户发现解决SEMAGE系统问题有更多的乐趣，比起Assira。

图11显示，简单使用性的打分分布。72.61%的用户选择了4和5分。只有10.72%的用户选择1和2分。16.66%的用户给出3分。

这些尺度和之前的时间，正确率结果清楚的证明SEMAGE是一个更高的用户友好的验证码系统。

## 6 局限性和以后的工作

生成一个巨大的正确的数据库对基于图片的系统还是一个很大的挑战。在我们的简单SEMAGE实现中，我们爬网页，自动收集和给图片添加标签。然而，不是所有的被爬虫返回的图片都是有关联的，一些甚至会让人反感。这样的手动劳动浪费了很多时间，还有可能会引起很大问题当数据库日常更新的时候。直接使用爬来的图片这里还有法律问题。

SEMAGE收益于他的设计思想，不需要用那种方法建立数据库。像电子商务，电影租赁网站可以很方便的使用已有的图片数据库，而这些数据已经有‘语义关联’。然而，建立自动的大的，正确的数据库还需要更多的工作。

这篇论文我们介绍了使用对象之间的‘语义关系’建立的验证码系统，然后实现了实现了另一个简单系统。我们实现的简单的系统并没有完全发掘SEMAGE的潜力，我们打算构建有更好鲁棒性的系统，更高层次以语义相关为基础的SEAMGE系统。

## 7 总结

这篇论文中，我们提出了SEMAGE（**Se**mantically **Ma**tching Ima**ge**s）。这种验证码系统呈现给用户一系列的图片，然后让用户选择语义相关的图片。这个问题分为两层：理解语义含义，建立语义关联。这个问题对用户来说是很自然的，因为它结合了轻量级的视觉和识别工作。然而，这种分层的结构，对反对机器人来说，提供双重的保护。因为交互接口是简单的和有效的，这是很容易理解的。验证码系统不断的寻找可用性和安全性之间的最佳的平衡点。SEMAGE给网站管理用提供极大的定制空间。在问题中，他们可以根据实际的网站对可用性和安全性的需要，定制候选图片和语义关联的图片数量。更进一步，SEMAGE可以和触控设备或是小的手机，这种输入比较困难的设备结合。网站管理员可以决定图片数据库的内容来迎合他们的促销需求。SEMAGE数据库可以被特别的填充，或者从已有的数据库中适配过来。电子商务是一个SEMAGE数据库可以很容易建立的领域，SEMAGE同样也给可以被定制来满足安全性和广告宣传的目的。
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