* T1 and t2 are atrium examples to run. We placed them in commands.txt

1. Is the slave running?

* There is no evidence that slave exist. In both test the slave don't appear in the output text.

1. When starting DFS (dfs-start.sh) the automation stops because:

* Most times you are asked to type (yes/no). It's related to secondary name node.
* Adam suggested to maybe putting the IP 0.0.0.0 in the etc/hosts file.

1. Finding the URL for HADOOP on browser. Cannot seem to find the correct port for all the system. Here is a [link](http://blog.cloudera.com/blog/2009/08/hadoop-default-ports-quick-reference/) to Hadoop Default Ports Quick Reference.
2. In T2: in folder PICS there is a photo name "t2-5mins". It seems that the guy who ran that, do twice of what we do.
3. What is this part do(mapred-site.xml):

<property>

<name>mapreduce.jobtracker.address</name>

<value>master:9001</value>

</property>

* We copied it without knowing what it does