**Lab 2 Script: Maze Traversal**

**Modules:**

**Introduction:**

Welcome to Robot Academy. In this lab we will be building a simulation of a maze pathfinding mobile robot. The 4-wheeled vehicle will be equipped with multiple sensors to traverse the maze and recognize when it has completed. This project uses the recursive backtracking algorithm to generate the maze which guarantees a singly connected maze [1]. This will allow us to start our robot at any position and define any other position in the maze to be the end. In this lab, you will learn:

* How to programmatically generate our maze environment
* Three types of sensors: Ray Proximity, Cone Proximity, and Orthographic Vision
* How to control mobile robot’s movement with revolute joints
* How to use sensors to detect the mobile robot’s environment
* The wall-following algorithm for maze traversal

*[1] -http://people.cs.ksu.edu/~ashley78/wiki.ashleycoleman.me/index.php/Recursive\_Backtracker.html*

In the next section we will start our project by importing one of the included mazes and configuring it for our robot’s environment.

**Build the Maze:**

**Recursive Backtracking Algorithm for Procedurally Generated Maze:**

Included with this lab is a file, **mazes.txt,** which contains some two-dimensional arrays consisting of 0’s and 1’s. This is the format that will be used when writing in Lua to represent a wall (1) and empty space (0). Additionally, a file that contains the algorithm for generating these mazes is included. This lab will be using the first array in **mazes.txt.**

We will start by creating a new scene. Select **ResizableFloor\_5\_25** to open the **Floor Customizer**. Change both **X** and **Y** sliders to **15.00**.

Now we will generate the maze into the scene, and then copy the model to use it statically. In the menu bar, select **Tools -> Scripts**. Confirm that **Simulation script** is selected and click **Insert new script**. Select **Child script (non-threaded)** and click **OK.** Change the **Associated object** to the object **ResizableFloor\_5\_25**.

In the **Scene hierarchy**, double-click the script icon now next to the **ResizableFloor\_5\_25** object: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASCAYAAAC5DOVpAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAIGSURBVDhPrVS9zmlBFF3+I34TlwcQPQny3YREoaFXKSQKtUR0nkArCgkJnScQEREh0So0am9A/Ps45+7ZjoPro7l3yWTO3jOzztpr9qE5Ho8y/hM+kh0OB2g0GiV6hVarhcFgUKI3ZOfzGcViEeFwGG63G5IkKSt3yLKM2WyGQqFwJxRkj2O9XsulUkmuVqu0/zPG47G8Wq3Us9or5RWXywWVSgX5fB4+nw/L5VJZ+RmLxQJ6vV6JqGxlxm6349JyuRyXNp/PmZzxxtWLpKwrUMlarRb8fj+m0yna7Ta8Xi/MZjMTfp+/2UfxLPyT5KuHWs1TYXfPOp0O+3CL6ZC83W7ZQzGTch77/Z6HQLPZ5LXbmXvBhM1mAzIUvV4PVqsVkUgEk8mE88lkEt1ul/MCiUTi5ZbV1uj3+4hGo+QDbaBrVyHajELRb48953Q60Wg0kE6n1Ut4UiaRJ1QWBoMBLBYL56gMxOPxl1wqlfqs7PfXFysjO3jxGUKZ8kjweDyo1WrIZDKvymT6CSLhz3A4ZBVCQSwWw2g04j03ZaFQCC6X67OyYDDIqugiKfOTujtEL9brdWSzWVWZ2ijiLb/obQ6Hg8x18Pxu2O12GI1G/tAfoSorl8sIBALcnEKUKPuGvz0Usc1mA/Umn9PpdJxXyU6nExN9+st5hCAUJCaTSck8kP07gD+zKXw6KkbNTgAAAABJRU5ErkJggg==). You may erase all of the green commented text. Grab the first 2D array from the included resource, **mazes.txt** called **Maze 1**. Copy and paste this array into the function **sysCall\_init()** under which we will define some constants:

* **width = 15**
* **height = 15**
* **size = {1, 1, 1}**

The width and height of the maze will be 15 blocks, and the dimensions of each block is 1 on all sides. We will now write loops to generate the maze:

* **for i=1,width,1 do**
  + **for j=1,height,1 do**
    - **if (maze[i][j] == 1) then**

If this position is a 1, create a cuboid.

* + - * **h = sim.createPureShape(0, 8, size, 10, nil)**

Create a cuboid (**0**) that is respondable (**8**) of size, **size**, and a mass of **10**.

* + - * **sim.setObjectPosition(h, -1, {i-8.0, j-8.0, 0.5})**

Move cuboid to its position in the maze offset by the floor width and height divided by two plus half the width of the cuboid.

* **sim.setObjectSpecialProperty(h, sim.objectspecialproperty\_detectable\_all)**

Allow the cuboid to be detected by the robot’s proximity sensors.

* + - **end**
  + **end**
* **end**

After saving and playing the scene, you should now see the maze centered on the floor with two cutouts for the start and end positions. With the scene playing, select all the cuboids by holding shift and dragging over all of them in the **Scene hierarchy**. Press **ctrl+c** to copy all the cuboids, stop the scene, and press **ctrl+v**. The maze should now be statically placed on the map. Select all the cuboids again with the scene stopped and right click them. Go to **Edit -> Grouping / Merging -> Group selected shapes.**

We can now either delete the script for generating the maze or disable it. Go to **Tools -> Scripts** in the menu and select the script associated with **ResizableFloor\_5\_25** and check the box for **Disabled**.

The last step in setting up our environment is to add an indicator for the end of the maze. This can easily be done by going to **Add -> Primitive shape -> Disc**. In the window that opens, change **X-size [m]** to **1** and click **OK**. Open up the **Object/item shift** mode (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAoCAYAAACIC2hQAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAMbSURBVFhH5ZhBSxtBFMffLmnJRVRy8Cpo40GhFEwOje0ltCX4CdKDlyL0Ji2IJz+AeJBAwYIUgxchdzU9hCBNekggULEtW1PQQy9Cqx4C2orb/Y/z4q5d1zVOWKU/GN68Ccz+M/PmvWG0o6Mjk24BurQ3Hq1Wq5mDg4PSJdrY2KD9/X3RgqCrq4sikQjZNQGtWCyaHR0dNDQ0JEQ2Gg3q7e0lXQ9msU9OTmh7e5tYE6ND1N7ennAODg6ESHB8fBxIA3ZNjLVwenObYeHjX7XC5uYmzczMCNsq+LZdE6NsfyFuZWWF+u7FhL2OWDeaQk2z9SzFIh8+SlPi8XNhVYiFJm5KVrRQKNCdu2Hqj8aFzxbjqlAidGJigv78PpTeGRhXRTA5qAWUCl1696rZVKPt7OyYlUqFRkdHxQGIx+PNfBYUoVCIWBPzf259O1G29eVymUqlkvSchMPhK2UAz633SvhI3JlMRnpOdnd3KZvN0tbWFo2Pj9P09LRo6Pf09Iib0OHhv6kLYE6vomBP+CE5diFcdQDqODM1NSXs4uKisGBhYUH2ThkeHqZYLEbz8/NyxDkHigTPbb8pueEptF6vi4lQErnagPPpZ3JyUvbOmJ2dFSLdGHs5J3vWN4yK9Y1l0fcS63mYIPL+g2cOkarpH4hT38DpRcYLzxhNJpP05fM6/fr5Q46oByv63ag6Dg7jO0Z5K96vvhHWrZ5fRrVaFafeztJbZ+hA5LViFPAEuAm9lgfIL7lcTqSadDotR84OIcCpx65dJhI082gqlaK1tbUr51H7KT7PyMgIJRIJ6fmH8yg0MdcW2g7chPpK+EFhP0zKaj1C4HxTiTKhYOzFXLOpRqnQdqIkRt0uLKjjF11k/KI8RpELQf1bRViuZDyuAiVCkbBRXT5+WKZPtbyoZE+f+EvkflEWoyzW+LquXCRQEqMMxOEmr0qkI0bxKNXZ2Sl+gOVHqqDgRzrWxOh4i+zu7hYOLHyAMhZEA3ZNjGZdw8xoNCpdIsMwxJMf3kqDACsJkXZNQLME3bwi74Jmrd7tEJrP52+BUKK/xKEFVm5fUA8AAAAASUVORK5CYII=)) and go to the **Position** tab. Relative to **World** change the coordinates to the following:

* **X-coord. [m]** 🡪 **-3**
* **Y-coord. [m]** 🡪 **-6**
* **Z-coord. [m]** 🡪 **2.0e-3**

The disc should now be at one of the two openings in the maze. This will be the end and we will color it **red**. Double click on the name of the new disc in the **Scene hierarchy** and name it **end**. Then double click the same object on the icon: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAARCAYAAAA/mJfHAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAL/SURBVDhPrZTba1NZFMZ/5+TaNglt2qSttsamDxY7LbUtQxVr30RwQHBkRAVB8HFe52VGVHzxRRCpoP+ADoMMM96qCD6U1OmDMkMNLSSMypC2xpb0ZpM2l3OOa+cyRqxvfrDOOnuvvb79rbXPPlo2m7X4StDL/qvgi8pWl5aYfP6c+HKKgbZ2Bvb0466rK0e3xv9kpmHw36tX/B2PMZ6cJ9EaxOzuxrUzTDoWwxGd4ZtMhpHtbQz09uIPBIoE1dBeTk1ZkadPuXn3T5p+/onAwe/wScCpgmKGmKP8viGWtixSd34jNXqdy7+co29wEJ9PZYAtGO64eCvxmoYfz2KfS5KfiqJZGr6WZtyywC5WI5YX5asvXvB+IkJ68R3x+hrsiym6RGljU5Piwu6vb2Bng4fA/kOshKZZGo8w+/AOycf38Hf3Ub9rF4t/PSMVmyaztoytJYivv49tXSE6FzP4vN4ikYJ9d2cnsTdxZtfncDudbDt5HF13sDYTZeHBE2ZGr1K7bxDPQA8t7W2Y62mMdJrs7FsKWg2mlF2B7na5cNpsGKZ0RwK55AKbcwnqOjrYfuIHfEPfEjh0ELtslJtPUlh9L8ssCnIYgVoPKr8C3eORCaeLfC4vZDKjOq3pGJtZ8vJ5mJJUWFrBkp5Zplk2qzi2aRqaWAW6JpPujSy6kqsC0vwSZGGRWRJFtWVUiMQkR1VhWPJeXeZsIkFy4R0Nfr8MFaG4ahMVphCp5BKZEOk62eVV2oPNeKoOQG+SYw00NrKRL5epdir7olNPVWKVsuIGUoXD4RDejzdSD4VCdNR5mXw4hr01jNPrKe0uHEqY8pUeUTBxSI/X3U6S0SiWElDdM38wyMnvj3GlUMvLSxeYVlenLYyjSFpSYRmF4jjtreWfyAT6H2P8fuIMQ0ND2EVdBZ9c9Fxmg1/v32U08S+uo4cJt7SSuHqDzf5e3jybZEcyxZVTpzkwMiIH/vkPZ8u/Rk4+h9uPxrgWmyIemWRvTy/nDx9heHh4S5IS4AO8gmJvFq8WIgAAAABJRU5ErkJggg==). Under the **Shape** tab, select **Adjust color** and then in the window that opens click **Ambient//diffuse component.** In the window that opens, under **RGB,** turn the **Red** slider all the way up to **1.00** and the **Green** and **Blue** sliders all the way down to **0.00**.

You should now have a completed maze with an end indicator. The other opening will be where we put the vehicle in the next module. Stay tuned!

TODO: Show student how to use maze generator

**Build the Robot:**

**Configuring the Model:**

This lab will be using a four-wheeled vehicle model included with CoppeliaSim. Click on the **Model browser**  on the left: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAApCAYAAACoYAD2AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAASdSURBVFhH7ZhZTGNVGMf/LFJ2yjgskwlLW6CQyYAELOA4koGA1TfhDWfiAxqf52FefDKYmJhojAmJTyzGB4wvkxCpQwBjKpgIVcMaBtqBAmUAaVnD0iJ4v9N7SylF7gJTTPwll9t7zmn591tPT9j+/v4ReI6OfC8Zgc9EKNaEs79XnP+EyBPuHh4exsbGBtbX1/mRF0tSUhKSk5ORl5fHngV3+0SOjIxge3sb2dnZCA8PjYEPDw8xOzuLuLg46PX60yLNZjNycnLYIC0OBYJxpqenUVZWdjpxyMW0KJhA7ouwMBBYWVnhXx1Da8bGxjAwMMDu/uvFQv+bNAS+V5Rfl5eX0d7e7hPR1tbGzxxjsVi460/ON3GYfGpHa2s7W3sRiA4+jTYHnr9fQkxcBhIS1fzoMeSi8opKJCZd4+5G3Ln7Dux2Oz+rDFEiMzMz4XL+xaUbsOiwQp/njV0BcjVZO7/gNgqLDEzoRSLaklVVVfjd8gvm556itLSUH/VCVtRodPjqyyZ83dyEn396jNVVBz+rHNEiiZiYGE6MhsWmP3Nzc+xeXl6J3LzbCAsDEhIuzpqiRZLL9/b2kJ6ezmoqJQVlISXM/MIC1OprFA2c2x2wWUdhGXyCzc1NFgpK8dXJzs5OGAwGHBwcsIlgWK1W9PT0MHcvLS3B6XRid3cXrxoqcO+eEW4PF59u77XocMD0Qwvy9TpUV1fzn3A+kZGRGBwcRG1trbwNBhX7mpoaZkmyErWxxMREfvYkL1+/yVw+MzODlpYWX0jIQZJIgoQ2NjYysSUlJazXnsXzRRv7EgUFBejq6mKekINkkQKpqaksTsmawdjaciE6OhparZYlWlFREbq7u2V1Itkiz2N704WUlBQWv0ajERMTE9DpdCzRpHJpIh1c0U9LS2OvyeKxsbHM9bTLkcqlidziLOkfCoWFhSyJ3G635LJ0eSK5mKS4FaC2GaVSQ5//Cjo6OvhRcSgSSVs2irFnz6xYW3Pxo1yd3NuFY8HGP3mh5KGyR8V+nyukwbZ7Z6FIpMlkQnFxMZaeL+KLzz9B08cP8dmnD7n+/RFroVRLBTIyMvBm7et4+60aLqGuQ6VS8TPnI6nj+ENtkaxByUCubGhoYOMUb62trSyr5+fnUVdXx8bForjj+DM5Ock2GzabDfX19fwomIUoYSibV1dX+VFlyBJJBTkiIoL1bqp9wVzn8XgQFRUlq3gHIlskWYtiLjc3lx89Jisry9fbQybyRXMpIimRKLspHISuowTZInd2dthFHSQQ2hxT4hBSSs1ZSBZJZcdk+hEa3S1kZN6C2fzrqcJMwoeG/kB4hAp9fX38qHwki+zt7cW799/HG5VGVNwx4rW7dejv7+dnvZ1Fq9Pjgw8f4cF7j+B07Sna8BKSRVKBNpke49tvmvH9d80Y+u0Jc6/A1NQUbty4CfuslftlaWU7dHqPEmR3nLMgSwaWHWqJtF0TQ7COc+EilfKvbVGtVvsOjEKFcGAW+JPEZ8nx8XHmpqtwPhkfH88OUk+5mxgdHeX2hWtX96SXEAYFAp+JUKw5IfL/M3MRCDF58swc+AcpzJ9Pb7s4jgAAAABJRU5ErkJggg==) Travel to **robots -> mobile** and scroll down near the bottom to find the model, **Robotnik\_Summit\_XL** and drag it onto the scene in the opening opposite the red disc. We can orient it towards the maze by selecting the robot in the **Scene hierarchy** and selecting **Object/item rotate** mode: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAmCAYAAABZNrIjAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAATfSURBVFhH1ZhLSKNXFMf/cRwfbURNBp2p9QEmDqIyfagtVadQC75LxwGLrqSD4EKQLsSV3bgSV8IsBBmULipY0DLqqBQtVC1FpbRqKWpkfDAPdSbjIxoNjvY7J/dqkkk0JnG0P7jkO+f7SP4599xzz/1Ue3t7h7jk+InPS83/QqTddE9OTmJ9fZ3HRRAWFgatVoukpCThsaLa3d1lkSRwe3sbcXFx8PO7mAAfHBxgYWEBISEhSE5OFl4bkcPDw9DpdOykhy8CGRyDwYCsrCy+Jo5CRlNMD3krcHp6Gk1NTcI6G/TbpMEx3Y4i2d3djfT0dOzv7/MNTyCBvb29wrISHR2NyMhIxMbGHs3USfj7+2NsbAxFRUXCo4g0m80ssqenxyuRS0tLaG9vx2dZpdAlpLPPsmeG0fgEK88MWFqcgnnHiIyMDKSmpvJ9Z0iRhYWFwuPDEtTV1YV4fdqRQCIgMBjXb+hw66NcFN2pwe0v7mH6nwW0tbVBqSriqdPxmcjs7GzMz43DMDsmPG9CgnMKqqC5dhPNzc3Y2NgQd07GZ9NNyJy8GhDEtkYThejYFMQoQx2iYZ9k/I8uGF/MoLy8XHisnOt0E1TbCgoKcEX51nvfliMz4wPs7cyjs6OeRVGOStI+vaOESI3R0VHhcY3f4eEhaPgKElpdXY3Q0FBezfn5+aisrIRp8zEGHt23E0q5OjExISx7pC4aPo2kK0hwWVkZrmnfxehvPwqvNUeD39Fw8T6JtyJSQqmwtmrAc6UkSShfFxcXheUc1c7ODs81JbynC4fyamRkRFj2BAUF8fRLBgcH8WpDhYzbZWyT4H+nHnKkCblw6A9JvMrJ1dVVrnlzc3OoqKhAXV0dD7qmXYY6GmVHE09b0ev1ML58IixArdZgbW1NWMf4LCdbW1uxsrLCo6WlBfX19TzomrbDkpIS8eQxMTExeGV8KixFpFKaHP+II/7i02NqamrE1TGNjY1IS0sTlnN+ePCduDodlyIpdyhCtlCe0Er1ltraWnHlHi5zkgRGvvcxElO+4mHafu32NuYL3M5JjTaKaxmNgIBgWCwWccc9xsfHeXV7i0uRdN6wXYUkdHZ2Vlin09HRgeXlZZSWlgqP57gUGRERoazCY5Hx+nQuNY4tFi0Sx0EkJiZy80Df4y0qk8nECdnX12dXzKkGdvz0M+5+8z3bBDUJ+5ZnKC4uFh7fI4t5Xl6e8JywcCgC/lcOuKOW3PowFy9ebqOzs/NMTasnuL1wMjMz8fef/cKydto5+VU4QBg3rVSmKOIEXVM/eR6cKJLaroCrr3maJSSU9t0vc6t4D6aUaGho4JaL9v/zEKra2triue7v73faYNC0UtRuJn7O/Z8z5IHLtGXE78PtXPRtD/dnQeZkbu7xb53aYAQGBnIZef70Lwz03mchjsgDFx3CUj/5+o1jrSe4nZMSWkQkVK+7gUcPG/HrLw/4wGXbZRNkz8+NISUlRXh8g2pzc5PDODAw4FY/SdM/NTXFhZ2KNRF5PZ4/LRYz3o/S8pHBU+R05+TkCI8HIh0h0bTPDw0NccS9EUg4E+n1QYxylnpE2l28FWiL05ykFky+MLoo5Aszx3ZQpbRfHEbKMWWLvBTvJ9VqNRISEoTXRiQxMzPDr93eZt9oC0UwPDzcTiAA/Afun45gff2UggAAAABJRU5ErkJggg==). Under the **Rotation** tab, select relative to **Own frame** and enter **90** into the field for **Around Z [deg]**. Click **Z-rotate sel.** once. We can zoom into our model with **Fit to view** (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAeCAYAAAA7MK6iAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAANWSURBVEhL5ZZfSNNRFMe/0yQ1QzdxlqN6EKJye9qoh3KrB/+82UMQ6FvSQyDqYG8SCCmICKkvQVFv8yligbBVD7HRuw9qf63AWLqZLt1fN+e65+7+5uZ+W+4X6EMfOP7OOXLv9/7Ovb9zp4rFYikcAWXieegcmXCm1P39/TyRjUajwfDwsIhKg8ZtbGyIaI/p6Wn+VEWjUS48MDCAzs5OnpSorq6GxWIRUWm43W5EIhERpXG5XJiamuJ+XqmNRmPG9Hq9yJYOjc2eaz/HxDMHrVYrvPQqnU6niHKpqqrC2NiYiHKpr68XHuD3+4W3h6ww4fV6YbfbkdhJ4U6vDY2ndDzvW/VidnYG27EkNjd9PKeEjDAdJNrT8vJyHo+Pj/Mn8ezphPDSXLhkZmaB4/kDkSkOzUlzk4aEih0A2QYyODiIu/ceimiPJ4+suHnrPvdJeHJykvul8v81EMXCH9+7+alWSlkqlYKcFePtm8cIbn5FX1+f7NiDmCocDsuqWK1W4eVDHa6jo0NEyigofFCoH8/Pz4P1fFRWVsJgMOR8NoX4J2GHw8F7ssFgQs3JOqyy5vL924cDVUQVCoUUCZPop89L6OnpRV2dBrHtJLsUElhe/oFXrhlcu3qlqLiiU03l9Xg86O7uha5Ji5qaClQeL0dFRRnr802w3LjN/0/lL4Qi4YWFBegNRtTWqVnNRDILtbqRLaYBS0tLIpOPImF2h7OJ1dhm5Q2FEtzITyR2sZPcRXI3hfqGs/yiKYQiYWocPp+X7ekOgkx0KxhHmO1vjN1Y8XgSO2wBa/5l6HTpG02Ogg2kmLW0tPDTu+pbQ5CJBkNxhMIJRKJp8V+/VhAJr6G5uVl2PFnmjUdGRviBkPudtB/6Ts1mM1477ezN19LlJmFWAb//J9557Ghvb+ffNSEdRtKQyNzHgUCA710ymRSZ4nR1dbG/L+F4MY3TuvOordXid8CH1ZUv/DOihUnQnDQ3aUgo2mMJEh8aGsJl00WcO3MC1y1GHtPb/o3MHkuQT7+RyNbX13P2Rc7UajVaW1vR1tYGk8nEY8rTWGkeiiWkcXlvPDc3l7HFxUWRLR0amz3XflRbW1t8OTabjSeyodVT6ZQwOjqas6cSExPp328Z4cMF+AOtNReBvNQkRwAAAABJRU5ErkJggg==)) and start adding the sensors.

In the menu, click **Add -> Proximity\_sensor -> Cone type**. Rename it **frontProximity**. Click and drag the newly created sensor in the **Scene hierarchy** over the **Robotnik\_Summit\_XL** base object to make it an immediate child of it. In **Object/item shift** mode, select the sensor and in the **Position** tab, relative to **Parent frame**, and enter the following values:

* **X-coord. [m]** 🡪 **+3.0456e-01**
* **Y-coord. [m]** 🡪 **+1.6570e-04**
* **Z-coord. [m]** 🡪 **+4.7439e-02**

Using the **Object/item rotate** mode, select the sensor and in the **Rotation** tab enter **90** degrees in the **Around X [deg]** field and click **X-rotate sel.** until the wide part of the cone is facing away from the front of the robot.

Next, the two side proximity sensors will be added. These will tell us whether there is a wall next to the robot and how far away it is. For this we will **Add** two of the **Proximity sensor -> Ray type** to the scene. Name one of them **leftProximity** and the other **rightProximity**. Select one of the side sensors and open the **Object/item shift** mode and **Position** tab. Relative to the **Parent frame**, enter the following numbers for both side sensors:

**Left:**

* **+2.6085e-01**
* **+1.5107e-01**
* **-2.2450e-04**

**Right:**

* **+2.6116e-01**
* **-1.4912e-01**
* **+2.1708e-04**

Next, we can configure the sensors for this robot. The ray sensors for the sides of the robot should be able to sense the walls it is between no matter the position between them. However, the next square over should be out of reach and cause no detection which will tell use which ways we can turn. The default length of the ray sensors provides this effect.

The front proximity sensor should be able to detect a wall in front of it with enough room to turn around. It should also be able to detect whether there is a square one block ahead of its position. This is so that before making a turn, the robot can decide whether that is the right choice depending on if the front is blocked. This has to do with the algorithm being used which will be discussed further in the coding modules to come.

For now, select the sensor icon next to **frontProximity** in the **Scene hierarchy**. Click on **Show volume parameters** and in the window that opens, change the **Range** to **1.2000** and the **Angle** to **20.00**.

Lastly, a one-pixel vision sensor will be added to the robot, facing the floor. This will allow us to recognize the red disc indicating the maze is complete.

Select **Add -> Vision sensor -> Orthographic type** to add rename it **visionDown**. Drag this object over **Robotnik\_Summit\_XL** in the **Scene hierarchy** to make it the child. Next, with **visionDown** selected, hold shift and click **Robotnik\_Summit\_XL.** Open **Object/item shift** mode and in the **Position** tab click **Apply to selection**. Zoom in on the object and with **Object/item shift** mode still open, go to the **Mouse Translation** tab and selected relative to the **World** and **along Z**. Click and hold the mouse on the scene to lower the sensor until the blue rectangle is just poking out from the bottom of the robot. It may be necessary to change the **Translation step size [m]** to a lower value.

Change the length of the sensor by clicking the object icon in the **Scene hierarchy** (![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAASCAYAAAC0EpUuAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAKoSURBVDhPrZPfT1JhGMe/IgGmpAYqmYJ1rDUzV2pby7tqc/Om/6DY1Nba2uhPaOsq77rooovWumi1Whc5W2o5V8av5o9KAeGkhwgNUIijSIhCz3tgKPZj2vxsnx1envN+33fP+56CRCKRxi4jyz53ld9CPW43eI8nO/o/8kLXkknc6XuJ51YbrDY7wgsL2crOyOvp4Os3mNYbcLSxAUPvzAjzPI7J5eDUxWg+3oBagyH75r/JC3346DG6jJek30nSR46ursPhcmLO5YJqcRGndTqcrOdQV2eAQqmU3t1KLtTn8+EpP4tr7RegZgX25yZYIxykdcYL35QD0Ylx3DVd/2NwLrSvfwBvG5vQdEiPIhofJPVkDVlIbiZF3h4cwtk9MpxqaYFyS7B0UOl0Gu7lGCopMEbjOdJKviCfkMMkT8ZJBpsUHHiFy0YjOju7YKSn2WzOFAkpNDDnh00IIxQBQkuZfsrJNZItYCd7SbaAjRz+IcLpmkb7+XMoKyvFOLUiGAxSJYMUOjo2hqlADN8EwP1hHo6RefBOEYFQCiuUzPrDFmDTJsn7ZguiswIKCuWQ0+3QlGvQ1tZGlQxsQ2hubQXXP4KP924iWVYF3ZETqKw2QOWP0aQUikpVKKlQo1ijgIIaHrLQfuMiwtEo4vE4NFoNtFqtFMjIHVRqfR3zfh8mnG702idhDyxhRV2B/fWN0NVw2KtUQFVShLRiFZYrF7FvOYRy/WF89XphMt1Ad3eXFMjIu6c56OAWAt/x2TmNgXEHhoUQwgo1qs60I+35BG/PVYhrKVQdqEYkEoHFYgHHcdnJfwvdQkyMws1/wbP3o/A4p/Cg55Z0UB0dHdJ1EgQBMtnGF7+t0M0kfsahVLGbDIiiCDEqoqaW3eYNdhy6HTb2vGsAvwDF/xuCoeUI+gAAAABJRU5ErkJggg==)) and changing the **far clipping plane [m]** to **0.5**. (Second value of **Near / far clipping plane**). Also change the **Resolution X / Y**  to **1 / 1** as we only need to read one red pixel to know that we have reached the end.

The robot is now completely built and ready to be programmed to traverse the maze. In the next module we will be learning how to move the robot and stay between two walls.

**Vehicle Controls:**

In this module we will create a very simple API that will allow us to abstract away some of the details having to do with the robot’s movement and focus on getting through the maze.

We will start by opening the threaded script provided with the **Robotnik\_Summit\_XL** by double clicking the icon: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAWCAYAAADNX8xBAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAI4SURBVDhP3VRNbxJRFD0PGL6UGZgBi6aJJl1p0qYxcaMm6g+wcedSt8akC1x15f/oQo3pD6hrFxrSuiYkDcbEDwwoWGmBoTowzIzvXpihTQAXdeWZnLyPy5x37n2XEf1+34PEYDDAcDiEEIKWf4XneQiHw4jFYrwOhE6L0Hg8NeY6sixrbqqhUAiKovB8qpAja7W+sYEbq6vI5nJwXXccmYBqVC6XUSgURmIkdJy9bte7/+K5t/bhvfztfBSLRa/T6fB7J2pETp682salBw+xvHgRdr0+jkxHtVpFJBLheSD06+gI9zY3Ie6uwZG1qeztwXGcUXBGFR13HJcIhJ5tbaH36DHyshxNa4BbMm+h6yxmD23uMZpTvVxvVLOQmCQUzC4vLWE3puBpNIKXShjrK8sYStvWbwu2bTOpaZn9Ab8TOJYIhMh9r9dDvd2G+PwVV4SLdquFa2fjOPOpirbcT378gqtxhdntdk/c5kRIXiedkEgm0bqwgJ2DDhKJBHYOO7yOx+M4XDyPd22TqarqdCGCK4VMeZLxrYmbusY06k2Ypgm93sD1dIqZqX2f7YhAAXLRyOl40/zJpDm5aeQMvP3RYjbPGbMdefJxZIDqlN8/wJ2FLI/khsb8fgu3pQCR3Pg36CMQEvLxHdUyGl7LVGoZdbxWmbRHpD0Sorr6CIRIJGsY0DQN6bTG4yxSWtFolP+0Pkb9LVEqlXikxqNeoFR9HD+ZQOtUKoVKpRJ8Hf7jL+Q/EgL+AJQ8c45WPmYQAAAAAElFTkSuQmCC). Delete everything in the single **sysCall\_threadmain()** function except for the lines defining **motorHandles**.

Add a line defining **speed** above the joint handle definitions: **speed = 3**. Next, under the motor handles create a while loop such that it will continuously run. This will be the main driver of this project:

* **while true do**
  + **drive(0)**
* **end**

Next we can define the function **drive()**. This function will take in a single float as an argument defining the direction to travel at **speed** which was already defined. For example, **-1** will be turning in place left, **-1** for right, and 0 will be forward. Numbers in between such as **0.5** would be interpreted as turn right some while also moving forward some. This function is as follows:

* **function drive(direction)**
  + **offset=direction\*speed**

Change speed based on global variable

* + **if (direction > 1 or direction < -1) then return end**
  + **if (direction >= 0) then**
    - **offset=-offset\*2**
    - **fl=speed**
    - **fr=speed+offset**
    - **br=speed+offset**
    - **bl=speed**
  + **else**
    - **offset=offset\*2**
    - **fl=speed+offset**
    - **fr=speed**
    - **br=speed**
    - **bl=speed+offset**
  + **end**
  + **fr = -fr**
  + **br = -br**
  + **sim.setJointTargetVelocity(motorHandles[1],fl)**
  + **sim.setJointTargetVelocity(motorHandles[2],fr)**
  + **sim.setJointTargetVelocity(motorHandles[3],br)**
  + **sim.setJointTargetVelocity(motorHandles[4],bl)**
* **end**

The scene can now be played and with **drive(0)** in the **sysCall\_threadmain()** function, the robot should move forward. Lastly we can define the function to stop the robot. The **drive** function will consistently move the robot based on **speed** and **direction**. We will define a function **stop()** to halt the wheel motors.

* **function stop()**
  + **for i=1,4,1 do**

Loop through all four motors, setting their velocities to 0

* + - **sim.setJointTargetVelocity(motorHandles[i],0)**
  + **end**
* **end**

The robot should onlyj need to stop when blocked in the front, left, and right, or if the end has been reached.

**Automate the Robot:**

**Stay Between Walls:**

The next step is to configure the robot to stay between two walls. According to the algorithm we are using, the robot should follow a single wall until either that side is unblocked, or the front is blocked. We can begin by adding a call to **sim.checkProximitySensor()** to check whether or not the side sensor detect anything, and if so, how far away it is. This will go right under the while loop in **sysCall\_threadmain()**.

* **leftBlocked,leftDist=sim.checkProximitySensor(sensorHandles[1],sim.handle\_all)**
* **rightBlocked,rightDist=sim.checkProximitySensor(sensorHandles[2],sim.handle\_all)**

At the top of **sysCall\_threadmain()**, we can add the retrieval of the sensor handles. Add the following lines:

* **sensorHandles={-1,-1,-1,-1}**
* **sensorHandles[1]=sim.getObjectHandle('frontProximity')**
* **sensorHandles[2]=sim.getObjectHandle('leftProximity')**
* **sensorHandles[3]=sim.getObjectHandle('rightProximity')**
* **sensorHandles[4]=sim.getObjectHandle('visionDown')**

We can also add a line under the call to **drive(0)** to handle following a wall:

* **followWall(wall)**

At the top of **sysCall\_threadmain()**, add the lines under the declaration for **speed.** This will define the wall the algorithm is following.

* **wall=1**
* **direction=0**
* **wallDist={0.350, 0.355}**
* **turningRadius=0.25**

Change the call to **drive(0)** to **drive(direction)**. We will be modifying the **direction** variable which will define the vehicles current movement. The variables **wallDist** and **turningRadius** are the tolerance for distance from the wall and the amount of turning necessary when making corrections to this distance.

Lastly, we can add the **followWall(wall)** method to maintain distance from that wall while also traveling next to it:

* **function followWall(wall)**
  + **if (wall == 1) then**
    - **if (rightBlocked == 1) then**
      * **if (rightDist < wallDist[1]) then**
        + **direction = -turningRadius**
      * **elseif (rightDist > wallDist[2]) then**
        + **direction = turningRadius**
      * **else** 
        + **direction = 0**
      * **end**
    - **end**
  + **end**
  + **if (wall == -1) then**
    - **if (leftBlocked == 1) then**
      * **if (leftDist < wallDist[1]) then**
        + **direction = turningRadius**
      * **elseif (leftDist > wallDist[2]) then**
        + **direction = -turningRadius**
      * **else** 
        + **direction = 0**
      * **end**
    - **end**
  + **end**
* **end**

The robot should now be able to detect walls and travel between them. The above method simply checks which **wall** is being followed and corrects **direction** by the amount of **turningRadius** to stay between the bounds of **wallDist[1]** and **wallDist[2]**.

Try playing the scene to see this mechanism in action. Try rotating the robots start position slightly such that it must correct. However, once reaching a turn, the robot will ram straight into it. This will be handled in the next module.

**Curving and Turning Around:**

We have configured the side sensors such that as soon as an opening to the left or right is detected, the ray-type proximity sensors will be out of reach and detect nothing. These are the variables we have already defined in the while loop of **sysCall\_threadmain()** in the **Robotnik\_Summit\_XL** child script called **leftBlocked** and **rightBlocked**. We can start by replacing the call to **followWall(wall)** with the following code:

* **if (leftBlocked == 0 or rightBlocked==0) then follow90()**
* **else followWall(wall) end**

The function **follow90()** will determine the turn to take and follow a curve along the 90 degree turn to avoid a collision.

* drive(0)
* simulationWait(2/speed)
* stop()
* leftBlocked,leftDist=sim.checkProximitySensor(sensorHandles[3],sim.handle\_all)
* rightBlocked,rightDist=sim.checkProximitySensor(sensorHandles[4],sim.handle\_all)
* if (leftBlocked == 1) then d=1 elseif (rightBlocked == 1) then d=-1 else d=1 end
* drive(d\*0.5)
* simulationWait(12/speed)
* drive(0)
* simulationWait(1/speed)
* **function follow90()**
  + **drive(0)**
  + **sim.wait(1.6/speed)**

Drive into the curve straight a little before turning.

* + **leftBlocked,leftDist=sim.checkProximitySensor(sensorHandles[1],sim.handle\_all)**
  + **rightBlocked,rightDist=sim.checkProximitySensor(sensorHandles[2],sim.handle\_all)**

Read sensors again to verify which sides are available to turn into, default to **wall** direction.

* + **if (leftBlocked == 1) then dir=1 elseif (rightBlocked == 1) then dir=-1 else dir=wall end**
  + **drive(d\*0.6)**
  + **sim.wait(13/speed)**

Make the turn

* + **drive(0)**
  + **sim.wait(1/speed)**

Travel straight for a small amount of time, don’t try to correct position immediately.

* **end**

The robot should now be fully capable of making the turns in the first half of the maze, however it cannot handle dead ends or making the right choice on turns yet.

We can add a function **turn180()** to handle the case for dead ends which is as simple as this:

* **function turn180()**
* **stop()**
* **sim.wait(0.5)**
* **drive(1)**
* **sim.wait(13)**
* **end**

First the vehicle stops and then turns in place right with **drive(1).** The robot then turns until the sensor is clear and a little bit more to straighten itself with the path. Double-click the object icon next to **Robotnik\_Summit\_XL** : ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARCAYAAADdRIy+AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAALcSURBVDhPrZTJaxNhGMZ/M43ULNWE4lqwdnEhiAoBPYi2bqjgdpDichD9BzzpRS96EIqIXgQRBZeDW9WqBxGVqihFa6u0NG3TJU2aNo3aNJku2WbxyxBsqxU9+GPgm+V7n3m+5/1mpFQqZfAfkXPjf+OPgs0tLVy8cpWXb95gGP++iGkF/b293GoPsvPwUXpshdTV1+ee/J3fMlRVlZM373DiyGEK8iT8SY1LDx6zRh9BsRVgNzSqdmzHarXmKqYyxWE8HudOTQ0jdqd53Z/SUFSdmBKjzbmQvbv3MndtJRdu30fkYM75lZ+C4XCYszVPUUuWYx2Nc+P5KyJpjQ8iS0nT2LepErtwXFToIjS/lM7u7lzlVEzB7DKra5+x78Ah9qzxULX/IE0+H63+AF8aP+HZuI1Sq4V8WWJc0yle6eHW6/fTujQF6z824F6/iaU2CxYJRkVRecV2aq9fRrbZ2FZWRJ4kERB5hlK6KdxldxGNRk2RyciZTJp7zW1sXVZiTsySHZ1z5oLDyeyFxeZSNeFmSEQQzeiowphjyVJaOjrM+ZORfb5OjFL3T7GEbpgus0VF6zYzHv1KStwb0wz6RJMy4lwcwvlMesKDZs1k5MauLlxlZcREN7MdzXa2c1wzRQrKSwh0d+BVkvQmVEbEW7JxxPQ0/rd1FFpn5mQmkP1Dw2TyrSSEgwGRT4OSEaNqOjTyZzAWH6a2s52nkW94hwbpCvn4/Pwx4SeP2FJRkZOZwOKcYWFgOEK7bRGzRfCjwmUCsUQ9QX9jE/NHFPLevqDJ4UIXu2E0FISebu6er8Zmt+dkJpA+NDQYp760s6KiEktaRUknGVcU4n0Bmh895PbxY6xetYpAMEjk+3cKRNcXF4tGORw5ialIyWTSOHf1GnV5+dgL56Elxoj1BRkU+2/XkhKqz5xGEs7/FfNbzv5NvF4v71paCQ1GWOCaxQaPB7fbjSxP+//4A/ADLvNTUXmFtZgAAAAASUVORK5CYII=). In the **Shape** tab, click on **Show dynamic properties dialogue** and in the field for **Mass [kg]** enter **50**. This increased mass will give the tires better grip and prevent sliding into walls when performing 180 degree turns.

Now, the while loop in **sysCall\_threadmain()** must be modified to check when a wall is in front of it and no left or right turn to make. We can start by reading the front proximity sensor near where the side ones are:

* **frontBlocked,frontDist=sim.checkProximitySensor(sensorHandles[3],sim.handle\_all)**

Under this in the same while loop we can replace the if-else statement with this:

* **if (frontBlocked==1 and frontDist <= 0.3) then turn180()**

This line will short circuit if the front sensor reads nothing and turns around when it is close enough.

* **elseif (leftBlocked == 0 or rightBlocked==0) then follow90()**
* **else followWall(wall) end**

Playing the scene now should result in a robot that autonomously navigates the maze. Try moving the robot to a position in the maze where there is a dead end to test this new feature.

**Detecting the Finish Line:**

The vision sensor has already been added to the vehicle hierarchy but has yet to be configured. A tool to help us visualize this sensor can be added by right clicking anywhere on the scene and going to **Add -> Floating view**. Select the **visionDown** object in the **Scene hierarchy** and then right click on the newly created floating view. Go to **View -> Associate view with selected vision sensor.** Playing the scene now will allow us to see the floor as the robot does.

Next we can open up the script associated with **Robotnik\_Summit\_XL**. We already define the sensor’s handle and assign it to **sensorHandles[4]**. In the while loop of the **sysCall\_threadmain()** function, we can add some code to read the sensor and detect the color red:

* **sim.readVisionSensor(visionSensor)**

Read an image into the sensor’s buffer

* **im = sim.getVisionSensorCharImage(visionSensor,0,0,1,1)**

Read the character image from the buffer

* **r = tonumber(string.byte(im, 1))**

**r** is a value between 0 and 2^8-1 representing the intensity of red

* **if (r >250) then stop() print("Finished!") return end**

A red value over 250 is not possible with the default floor but will be triggered by the red disc

If a red color is detected, the robot will stop and the **sysCall\_threadmain()** function will be returned from, breaking out of the while loop and ending the scenario.

You should now be able to start the scene with the robot in the start position and observe it traverse the entire maze and stop at the finish line. However, our robot can still be improved. In the next module we will discuss the algorithm used in this lab and how to do a full search of any maze.

**Improving the Algorithm:**

The front proximity sensor is much larger than we are currently using. This is because we will want to detect an entire cuboid’s length ahead of the robot before making a turn.

The way the wall-following algorithm works is that it must always take the right-most direction when there is a choice. Consider the scenario in which the robot starts at the end line and tries to travel to the start. As soon as the robot arrives at the first left-hand turn (the one leading to the dead-end), it will turn left into it although it could have gone straight. When the robot returns from the dead end, since we are using the right wall-followingalgorithm, we want it to take the forward path (the right-most one) instead of turning left. This will ensure that a maze is always completely traversed before returning to the start point which signifies no end can be found.

We can achieve this result by reading the front proximity sensor whenever a turn is detected and decide the correct path to take. Start by swapping the vehicle **Robotnik\_Summit\_XL** and the finish line **end**.

At the first left-hand turn the robot should know to go straight. We can add this feature with the following code modified in the while loops of **sysCall\_threadmain()**.

* **if (frontBlocked==1 and frontDist <= 0.4) then turn180()**
* **elseif (leftBlocked==0 or rightBlocked==0) then**
  + **if (frontBlocked==0) and**

If a side is open to turn down but the front is also open

* + **(wall==1 and leftBlocked==0) or**

Wall following right (**wall**=1) and left side open

* + **(wall==-1 and rightBlocked==0)) then**

Wall following left (**wall**=-1) and right side open

* + - **followWall(wall)**

Then go straight

* + **else**
    - **follow90()**

Otherwise, turn down that path

* + **end**
* **else followWall(wall) end**

**In this lab we have learned how to programmatically produce a maze of cuboids and how to build a mobile robot with sensors to detect its surroundings. The wall following algorithm used is simple but powerful way to configure a robot to fully traverse a maze until reaching this finish line.**

**I encourage you to continue building this scenario by possibly remembering the shortest path for the next time through. We can count which turns the vehicle takes and compare the effect with the next time through. You can also try turning the speed variable in the child script of Robotnik\_summit\_xl up and tweaking parameters such as the vehicles weight and tire materials to finish the maze as fast as possible. Stay tuned for more labs from Robot Academy!**