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## Introduction

Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement - a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geeks. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, your goal will be to use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbell lifts correctly and incorrectly in 5 different ways.

## Initialization

library(RCurl)

## Loading required package: bitops

library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(randomForest)

## randomForest 4.6-12

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

library(ggplot2)  
library(rpart)  
library(rpart.plot)

## Data Processing

# Download data  
URL\_Train <-"http://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv"  
URL\_Test <- "https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv"  
  
File\_Train <- "./data/pml-training.csv"  
File\_Test <- "./data/pml-testing.csv"  
  
if (!file.exists("./data")) {  
 dir.create("./data")  
}  
  
download.file(URL\_Train, File\_Train)  
download.file(URL\_Test, File\_Test)  
  
# Read Data  
TrainData = read.csv(File\_Train)  
TestData = read.csv(File\_Test)  
  
dim(TrainData)

## [1] 19622 160

dim(TestData)

## [1] 20 160

#names(TrainData)

There are 19622 & 20 observations in training & testing data respectively. The number of variables is 160. The "classe" variable in the training set is the outcome to predict.

## Data cleansing

1. Remove all columns with NA values in test dataset
2. Keep numeric columns & Keep Classes for TrainData
3. Remove columns not much ralevant to the final preditions

# remove columns with NA in TestData  
SelectedColumns = colSums(is.na(TestData)) == 0  
TrainData = TrainData[, SelectedColumns]  
TestData = TestData[, SelectedColumns]  
  
# Keep numeric columns & Keep Classes for TrainData  
classe <- TrainData$classe  
TrainData <- TrainData[, sapply(TrainData, is.numeric)]  
TestData <- TestData[, sapply(TestData, is.numeric)]  
TrainData$classe <- classe  
  
# Remove columns not much ralevant to the final preditions  
TrainData <- TrainData[, !grepl("^X|timestamp|window", names(TrainData))]  
TestData <- TestData[, !grepl("^X|timestamp|window", names(TestData))]  
  
dim(TrainData)

## [1] 19622 53

dim(TestData)

## [1] 20 53

There were 53 variables remained.

## Boosting Model

Fit model with boosting algorithm and 10-fold cross validation to predict "classe" by other variables.

set.seed(1104)  
Boosting <- train(classe ~ ., method = "gbm", data = TrainData, verbose = F, trControl = trainControl(method = "cv", number = 10))

## Loading required package: gbm

## Loading required package: survival

##   
## Attaching package: 'survival'

## The following object is masked from 'package:caret':  
##   
## cluster

## Loading required package: splines

## Loading required package: parallel

## Loaded gbm 2.1.1

## Loading required package: plyr

Boosting

## Stochastic Gradient Boosting   
##   
## 19622 samples  
## 52 predictor  
## 5 classes: 'A', 'B', 'C', 'D', 'E'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 17658, 17659, 17661, 17660, 17659, 17661, ...   
## Resampling results across tuning parameters:  
##   
## interaction.depth n.trees Accuracy Kappa   
## 1 50 0.7508913 0.6841149  
## 1 100 0.8222926 0.7751024  
## 1 150 0.8540928 0.8153621  
## 2 50 0.8553674 0.8167886  
## 2 100 0.9072475 0.8826251  
## 2 150 0.9333927 0.9157149  
## 3 50 0.8972079 0.8698564  
## 3 100 0.9445540 0.9298504  
## 3 150 0.9638683 0.9542902  
##   
## Tuning parameter 'shrinkage' was held constant at a value of 0.1  
##   
## Tuning parameter 'n.minobsinnode' was held constant at a value of 10  
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were n.trees = 150,  
## interaction.depth = 3, shrinkage = 0.1 and n.minobsinnode = 10.

plot(Boosting, ylim = c(0.7, 1))
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The boosting algorithm generated a very good model with accuracy of 96.39% and the estimated out-of-sample error is 4.61%.

## Random Forests model

Fit model with random forests algorithm and 10-fold cross validation to predict "classe" by other variables.

set.seed(1104)  
RandomForests <- train(classe ~ ., method = "rf", data = TrainData, importance = T, trControl = trainControl(method = "cv", number = 10))  
  
#Plot accuracy of this model on the scale of [0.95, 1].   
RandomForests

## Random Forest   
##   
## 19622 samples  
## 52 predictor  
## 5 classes: 'A', 'B', 'C', 'D', 'E'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 17658, 17659, 17661, 17660, 17659, 17661, ...   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa   
## 2 0.9956683 0.9945207  
## 27 0.9954645 0.9942628  
## 52 0.9901642 0.9875574  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 2.

plot(RandomForests, ylim = c(0.95, 1))

![](data:image/png;base64,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)

#The Random Forests algorithm generated an excellent model with accuracy of 99.567% and the estimated out-of-sample error is 0.433%.   
  
RandomForests$finalModel

##   
## Call:  
## randomForest(x = x, y = y, mtry = param$mtry, importance = ..1)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 2  
##   
## OOB estimate of error rate: 0.44%  
## Confusion matrix:  
## A B C D E class.error  
## A 5577 3 0 0 0 0.0005376344  
## B 11 3781 5 0 0 0.0042138530  
## C 0 17 3404 1 0 0.0052600818  
## D 0 0 42 3172 2 0.0136815920  
## E 0 0 0 5 3602 0.0013861935

# Random Foresters predictions  
(prediction <- as.character(predict(RandomForests, TestData)))

## [1] "B" "A" "B" "A" "A" "E" "D" "B" "A" "A" "B" "C" "B" "A" "E" "E" "A"  
## [18] "B" "B" "B"

## Predictions with Random Forests

The random forests algorithm generated a more accurate model with accuracy close to 1. So we'll choose Random Forests model for prediction.

The final line is predit results of test data.