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**ABSTRACT**

Play With Yourself is an accompaniment tool for musicians interested in making demo recordings or simply adding more texture to their solo music. The program allows a user to record a track with guitar or piano the program then generates a MIDI file based on extracted beat, tempo, and harmonic information. This MIDI file can then be used with virtual instruments in a DAW to easily create a basic harmonic and rhythmic accompaniment for the original audio file.

1. **INTRODUCTION**

The project to be developed is a music accompaniment system. The system is composed of two stages. The first is a detection stage that will extract tempo, beat and key information from the input audio file. The second is a generative stage. A musical accompaniment in MIDI format is built based on the extracted information acquired in the previous stage. The final goal is to create a reasonable rhythmic pattern and a simple harmonic accompaniment. The system will work take audio files as input and generate a corresponding MIDI file for the purpose of accompanying the original audio using virtual instruments in a digital audio workstation environment.

This software is intended to be used by average musicians in tandem with DAW software. This software will allow musicians to quickly and efficiently make basic demo tracks. The software generates a MIDI map to accompany the original audio input that can be used with virtual instruments in a DAW environment to augment the original music by creating rhythmic and harmonic accompaniment. The motivation was to create a useful tool for amateur musicians that has an immediate usefulness. Ideas also came from discussions in the Music Information Retrieval class that suggested extending existing projects that have not yet been implemented.

1. **Timeline**

Week 1: Feb 27 - Mar 5

* Test potential libraries for music information retrieval relating to the project. The team will learn how to use the libraries and determine their usefulness and application for the project.

Week 2 : Mar 6 - Mar 12

* Begin designing detection system. Specifically begin building pitch and key extraction tools.
* Begin testing these tools with sample data sets.

Week 3 : Mar 13 - Mar 19

* Continue working on the detection system.  
  Complete the pitch and key extraction tools.  
  Begin the beat and tempo extraction tools.
* Continue testing and fine-tuning tools with sample data sets.

Week 4 :Mar 20 - Mar 26

* Begin work on MIDI map generation that takes extracted tempo/beat information and creates MIDI rhythm accompaniment.

Week 5 : Mar 27 - Apr 2

* Continue work on MIDI map generation from tempo/beat information.
* Add harmonic accompaniment generation to MIDI map tools.

Week 6 : Apr 3- Apr 9

* Finish various components to create a basic working version.
* Until final due date improve and optimize various aspects of the program.

1. **Roles**

Responsibilities for our project include: Research, code implementation, testing the different stages of the project, and recording results from tests.

All of the team members will perform these activities, but more specific tasks that team members will complete will be :

* Adar Guy: Testing libraries and tools, assist in team set up. Maintenance of project framework (Shared resources, folders, GitHub repository). Code implementation.
* Colin Malloy: Research for rhythm generation. Recording results for the testing of the rhythm detection part of the detection stage. MIDI map generation.
* Hector Perez: Testing libraries and tools, assist in team set up. Research for better data sets to use, and alternative implementations for both detection and generation stages. Code implementation.

1. **Tools and Resources**
   1. **Libraries for Feature Extraction**

* Sound Analyse 0.1.1 - Nathan Whitehead  
  This is a Python Library for detecting pitch and loudness.
* Mir Eval 0.4 - Colin Raffel et al.  
  Mir Eval is a Python library designed for testing accuracy and correctness of MIR algorithms.
* Aubio  
  Aubio is a feature extraction library that can be used for both pitch and rhythm extraction. It is able to work in real time. Aubio is written in C, but it can be accessed from Python.
* Pymir - jsawruk  
  This is python library for music information retrieval.
* Librosa - Dan Ellis and other members at LabROSA.  
  This is a Python Library for Audio and Music analysis.
* VAMP plugins.  
  These are plugins for audio feature extraction. VamPy is a program that allows us to use VAMP in Python.
  1. **Sample Implementations.**
* Sonots - Naotoshi Seo.  
  Sonots does pitch detection in Matlab
* Frequency estimator - Endolith  
  Pitch detection Python.
* Python beat detector - Shunfu  
  Real time beat detection python implementation.
* Bpm detector - Scaperot  
  Bpm detector for a complete .wav file, based on G. Tzanetakis’ algorithm in Audio Analysis using the Discrete Wavelet Transform.
  1. **Related projects.**
* Beat This - Kileen Cheng  
  A beat synchronization project created at Rice University.

1. **Literature and Prior Work:**

From the literature, we were able to identify some options and previous solutions for key estimation and rhythm detection. Some articles are very specific in terms of the implementation. For key estimation, chroma vectors are used, as seen in class. A fourier transform with high resolution is taken of the signal and posteriorly the frequencies are ‘folded’ into a 12 pitch histogram.

For rhythm estimation, there are many different methods. Goto and Muraoka developed two different systems that work depending on whether the input signal is drumless or not. The drumless beat detection relies on probabilities of chord changes without actually detecting what the chord names are. However, this research was based on MIDI files. There was research done by the same authors in regards to audio signals containing drums. This system worked with acoustic audio signals, so the approach to finding the beats differed, and a complex multiple- hypothesis approach was used to determine the best candidate for the rhythm.

Other methods for beat detection use autocorrelation, binary trees or trellis trees (related to Hidden Markov Models). Timing nets (which are a form of neural network) are used in a self adjusting beat detector by R. Harper and Ed Jernigan. Nodes (which represent hypothesis of where the next beat is) that are more likely to be correct predictions for the beat are chosen as the current beat for the audio signal. The nodes take in ‘spike trains’ and try to find coincidences between their train and the one found in the audio signal.

An MIT research project is mentioned across the literature - it is called Machine Rhythm. This system performs polyphonic midi rhythm detection.

Another rhythm detection alternative came from E.D. Scheirer, and is performed on acoustic multi-timbral audio. This approach uses resonators to try to achieve phase-locking with the signal. The signal’s frequencies are divided into subbands and then phase-locking is attempted. After this happens, the results are combined and the tempo of the signal is extracted.

Peter Desain and Henkjan Honing used expectancy curves to generate an overall expectancy curve for the rhythm which displays spikes for onsets of beats. They repeated the process of creating an expectancy curve for equal time length sections of the audio and multiplied them by each other to generate a curve that is more representative of the average.
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