**Report**

1. **Formulation of the problem:**

Develop class “EmojifierV1”, which using pretrained 50-dimensional GloVe embeddings of word. “EmojifierV1” must define what emoji can be used with input sentence. Train the “EmojifierV1”, evaluate the importance of learning rate, learning iterations and neural network architecture.

Develop methods to prepare database for “predict” and “fit” and “test” methods.

1. **Preprocessing:**

Example input data:

*[I am always working, 3]*

Lowercase, slit and one-hot representation to output:

*[i, am, always, working] [0, 0, 0, 1, 0]*

GloVe embeddings:

*[ 1.1891e-01 1.5255e-01 … -2.6671e-01 9.2121e-01]*

*[ 0.34664 0.39805 … 0.34037 1.3588 ]*

*[ 1.5778e-01 2.6380e-01 … -2.2232e-01 5.2731e-01]*

*[ 0.25792 -0.14413 … -0.50055 0.54358 ]*

Average of sentence:

*[ 0.2203125 0.1675675 -0.01825675 -0.5823375 0.5751325 0.46347975*

*-0.359695 0.36966125 -0.76170225 -0.05831811 0.00868975 0.31552*

*0.6267425 0.04421435 0.804925 0.398175 0.2166125 0.6795025*

*0.021271 -0.433325 -0.176527 0.857225 0.555932 0.6414575*

*1.0257525 -1.83725 -0.6941275 0.138315 0.683832 -0.31363238*

*3.1559 0.37279275 -0.50122075 -0.1706975 -0.2846885 -0.3585625*

*0.2655025 0.43667 0.11652 -0.15790025 0.03425143 -0.29827532*

*0.031 0.48315703 0.0288805 0.07005925 -0.3304275 -0.1512855*

*0.1623025 0.837725 ]*

1. **Algorithm of “EmojifierV1”:**
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![a.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANUAAABJCAIAAAAlhvTsAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAUZSURBVHhe7Z0/duIwEMZhzwIpeDkBOQGkSZU2HZTQpEuZLk1cQpd2qzQLJwgnyEsRuAsrWX88kmVjY9kT8r5fE1uyRqPxp5Es9r3tH4/HHgBM/NF/AeAA+gOcQH+AE+gPcAL9AU6gP8AJ9Ac4gf4AJ9Af4AT6A5xAf4AT6A9wAv0BTqA/wAn0BziB/gAn0B/gBPoDnEB/gBPoD3AC/QFOoD/ACfQX5pDc9DNukoMuv1DkcOZbfVPMdt75UI/AZzNToZltsuve+HVvau3lRbB/HUv/5WAqoJ7uboTIfz7b+XStLym7r738c0ieQ7U/FZHQhsudlNNqoovKGSw+xAzbLYdV0mUMtA6BxiY8nTL0vcoI6uZS8l+9zEfpbpzQn4evvwxbcxn6cyZOXbR0z9FuPbD+VkMsZMFl+adi9gnj+9tBWlCPwe19KsD1c9ufI1qHTTETxlJh3uXaFHLCGDWkF83AxPW6y9kMuyMeIynRIbXgVab9Ekukl5yXPjkHPBcDfsw2TqFtYEu9jsJj1DjPFlmITAT9KU+tmyQgXvx8SoPhUGZI9edH3ouaccoU+/cZxH2nkpT73pAq0YbepcjHA0MNWLdFhZ05dkxVWug8Z9v7rspHSRk154Uiq8rHKCKN9WeHat0kg/KHHx/TGQ2SdIneW4dCkfddJK/eCXyhJJwBS1Qzr1C3IVaI+VoxpCbSOlHgeEof8SqE3RkxR0z5vZQZiUnT/d/h+1NfhbYK+tCiA9bTvj0xmKw2s89v68z2ZblTV9dXdi80uLpWF7vlQ8wtjnhX6qTDdiAQL/djkXY9HDmqVNSLoRydvhTOv8zn097GPVzJ7AUY2RiQg6bx65vyLwiJZXSa6m+weNLRmD2VDKE16GuWGlQinKz0+xZs3098N3Q3SVx3LXVjOHnMsuN67auPMh4N9ZVmsFjoh+lBZrDb4FSJTvPv38lKZVIZBfGV2JcHnrrqBO5vXGWU/ChE04FEipA+XpoMFHR+V3i8BWrGcLB4Iwp89w+K918nX8AhebA9zEoEnNLmBI10/qKlJJaC3M6ndcTL87rs8Pg+InVimKXMwKJ9OnNlW5LT6muXCPqTEzadr3bvUxH5W081stU0TGrJy4P6rQRXPBeyLeTi7BhKirew4czlbPwei3rLsmhuFY9I4++P5MYMZnbHMJEOydzEPl3EXBFKTmaDNsNbiTNiKCTUIyc94juEpPvyKUc2fvSz45AkRStGm/Ozof4O//6aWWK2USS3d8KnM/uz7aCJGtkskY1ets+r/92kssp2fsY/VQptL2vHUCTL59F+NXG+Q6ZkwzG5M8rMfbo6Gz8yctHjl75UkAC1mlfUAncugX1K7gS2zeMj64A9v9Kdu+dZ1k3ji3Exd+zl+O547o2K1NIaa9CJTOmj9WKYVthbpy0ZjG3uDMHpP6tRRrxQFFmITPPfPwJDyqKSe7+xMQeqxIuiTukjEj+wfr2CGgsMNdBKtAhKKtSBNhMwHIih2z7wS4vAb+7EItTA4kYt2L4FYv3+C34aRkF2ptShUeM6QH+/Fy2iM1KYSpRt5z4J9PerOUdIWratp74U6O+3o+RUVYLdZT4F/v9BwEmk398AOAvoD3AC/QFOoD/ACfQHOIH+ACfQH+AE+gOcQH+AE+gPcAL9AU6gP8AJ9Ac4gf4AJ9Af4AT6A5xAf4AT6A9wAv0BTqA/wAn0BziB/gAn0B/gBPoDnEB/gBPoD3AC/QE+er3/hIZMtZ5eO6UAAAAASUVORK5CYII=)

**amax = 1, aelse = 0**

1. **Experiments:**

learning\_rate = 0.01:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Iteration: | 0 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 |
| Acc (train): | 25.0 | 92.42 | 95.45 | 96.96 | 97.72 | 97.72 | 98.48 | 98.48 | 98.48 |
| Acc (test): | 14.28 | 82.14 | 83.92 | 83.92 | 83.92 | 83.92 | 89.28 | 91.07 | 89.28 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 900 | 1000 | 1100 | 1200 | 1300 | 1400 | 1500 | 1600 | 1700 | 1800 | 1900 |
| 98.48 | 98.48 | 98.48 | 98.48 | 98.48 | 99.24 | 99.24 | 99.24 | 99.24 | 99.24 | 99.24 |
| 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 91.07 | 91.07 | 91.07 | 91.07 |

**Inference:** best results beginning with 700 iteration.

(Why accuracy on test data go down?)

learning\_rate = 0.1:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Iteration: | 0 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 |
| Acc (train): | 62.12 | 96.21 | 98.48 | 98.48 | 98.48 | 100 | 100 | 100 | 100 |
| Acc (test): | 51.78 | 89.28 | 89.28 | 89.28 | 91.07 | 91.07 | 91.07 | 91.07 | 92.85 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 900 | 1000 | 1100 | 1200 | 1300 | 1400 | 1500 | 1600 | 1700 | 1800 | 1900 |
| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 |

**Inference:** best results beginning with 800 iteration. It`s best result of all experiments. If model can has accuracy on train data 100%, then we must achieve this result in all next experiments.

(Why accuracy on test data go down?)

learning\_rate = 1:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Iteration: | 0 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 |
| Acc (train): | 63.63 | 95.45 | 96.21 | 96.96 | 96.96 | 100 | 100 | 100 | 100 |
| Acc (test): | 58.92 | 85.71 | 89.28 | 89.28 | 83.92 | 89.28 | 89.28 | 89.28 | 89.28 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 900 | 1000 | 1100 | 1200 | 1300 | 1400 | 1500 | 1600 | 1700 | 1800 | 1900 |
| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 89.28 | 87.5 | 87.5 | 87.5 |

**Inference:** best results beginning with 300 iteration. With big learning rate learning is really fast on train data, but on test data leaves much to be desired.

(Why accuracy on test data go down?)

learning\_rate = 0.001:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Iteration: | 0 | 100 | 200 | 300 | 400 | 500 | 600 | 700 | 800 |
| Acc (train): | 18.18 | 66.66 | 77.27 | 81.81 | 83.33 | 85.6 | 87.87 | 90.9 | 91.66 |
| Acc (test): | 23.21 | 60.71 | 71.42 | 75.0 | 78.57 | 80.35 | 82.14 | 82.14 | 83.92 |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 900 | 1000 | 1100 | 1200 | 1300 | 1400 | 1500 | 1600 | 1700 | 1800 | 1900 |
| 91.66 | 91.66 | 93.18 | 93.18 | 95.45 | 95.45 | 95.45 | 95.45 | 95.45 | 95.45 | 95.45 |
| 83.92 | 83.92 | 83.92 | 82.14 | 82.14 | 83.92 | 83.92 | 83.92 | 83.92 | 83.92 | 83.92 |

|  |  |  |
| --- | --- | --- |
| 10000 | 20000 | 30000 |
| 98.48 | 99.24 | 99.24 |
| 91.07 | 91.07 | 92.85 |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 40000 | 50000 | 60000 | 70000 | 80000 | 90000 | 100000 | 110000 |
| 99.24 | 99.24 | 100 | 100 | 100 | 100 | 100 | 100 |
| 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 91.07 | 89.28 | 87.5 |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 120000 | 130000 | 140000 | 150000 | 160000 | 170000 | 180000 | 190000 |
| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| 87.5 | 87.5 | 87.5 | 87.5 | 87.5 | 87.5 | 87.5 | 87.5 |

**Inference:** with learning rate = 0.001 accuracy on train dataset slowly and confidently go up and achieve 100% in 60000 iteration.

Accuracy on test dataset go up and down for unexplained reasons. Best value is 92.85% in 30000 iteration.

1. **Inference:** Best result on train dataset – 100%

(learning\_rate = 1, learning\_rate = 0.1, learning\_rate = 0.001).

Best result on test dataset – 92.85%

(learning\_rate = 0.1, learning\_rate = 0.001)

Is`t good results on train data only 132 sets.