# Machine Learning

## Introducción al problema

Se va a estudiar la concesión de hipotecas entre 1997 y 1998 en Boston de acuerdo a una serie de variables. Los datos provienen de la reserva federal de Boston, y pueden ser encontrados en https://vincentarelbundock.github.io/Rdatasets/doc/Ecdat/Hdma.html

La variable objetivo es “deny”: es una variable categórica binaria, Si el valor es “Yes” se rechaza la hipoteca, en cambio, cuando el valor es “no” se concede la hipoteca. EL objetivo del problema es construir un modelo clasificador binario de la variable deny en función de unas variables independientes.

Hay 12 variables independientes, de ellas 6 son continuas y 6 son categóricas.

Las variables continuas son las siguientes:

* Dir: el ratio entre deuda y el salario
* hir: ratio de los gastos de la casa y el salario
* lvr: ratio entre tamaño de la deuda y el valor de la propiedad
* ccs: puntuación de credito del consumidor del 1 al 6 (cuanto menor sea la puntuación mejor puntuación es)
* mcs: puntuación de crédito de la hipoteca del 1 al 4 (cuanto menor sea la puntuación mejor puntuación es)
* uria: la tasa de desempleo en el sector del solicitante en Massachusetts de 1989

Las variables categóricas son las siguientes:

* Pbcr: ¿ El solicitante tiene malos registros crediticios públicos? Las categorías de esta variable son “Yes” o “no”.
* dmi: ¿ Se le ha denegado el seguro de hipoteca al solicitante? Las categorías de esta variable son “Yes” o “no”.
* self: ¿Es el solicitante autónomo? Las categorías de esta variable son “Yes” o “no”.
* single: ¿Es el solicitante soltero? Las categorías de esta variable son “Yes” o “no”.
* condominium: ¿La casa es un condominio? Las categorías de esta variable son “Yes” o “no”.
* black ¿El solicitante es negro? Las categorías de esta variable son “Yes” o “no”.

## Exploración de datos

* Missings?

## Desbalance de categorias

La representación de las categorias están desbalanceados

# no yes

# 2096 285

#Desbalance 7.33

Esto, unido a que los algoritmos tienden a entrenar los modelos hacia una tasa de aciertos máxima provoca que intenten maximizar la categoría dominante a costa de la minoritaria.

En este problema esto es especialmente relevante porque un falso negativo significa que estamos concediendo una hipoteca a alguien que puede que no llegue a pagarla, incurriendo en coste para la entidad.

Para solventar este problema se va a utilizar un método de generación de dato sintético. Esta técnica genera observaciones de la clase mayoritaria usando la distribución de la clase minoritaria. Vamos a usar el paquete ROSE

En las fases siguientes será necesario usar validación cruzada. Sin embargo, no podemos usar simplemente los datos originales. Así que he construido funciones que separan el dataset en k grupos, de estos k-1 son transformados con el paquete ROSE y usados para entrenar el modelo correspondiente. El testeo de las predicción se hace con la parte orignal. Este proceso se repite k-1 veces.

He construido una función para cada algoritmo que uso, y son las siguientes:

* RangerDesbalance: usa una librería llamada ranger para hacer random forest
* GlmDesbalance: regresión logística.

## Selección de variables

En la selección de variables he utilizado dos aproximaciones: lineal y no-lineal. En cada una de las dos aproximaciones obtendremos conjuntos de variables tentativos por distintos métodos y después los compararemos con validación cruzada. Las variables finales se obtendrán de comparar los mejores conjuntos de variables de cada una de las dos aproximaciones usando validación cruzada.

Las métricas para comparar modelos son accuracy, sensibilidad y ROC. En general, en clasificación binaria son importantes accuracy y ROC. En un dataset desbalanceado normalmente los modelos tienden a tener sesgo a favor de la clase dominante, en este caso los no evento (aceptación de la hipoteca), esto se traduce en sensbilidad muy baja porque gran parte de los eventos se predicen como falsos negativos.

En este dataset la sensibilidad es significativa porque este parámetro mide como bien el modelo es capaz de predecir los eventos (denegación de hipoteca, en este caso).

Entonces, la estrategia será intentar hallar una sensibilidad lo mayor posible manteniendo los valores de accuracy y ROC lo más altos posibles.

### Aproximación lineal

Se han utilizado el método stepwise con remuestreo en los datos con ajustes de bondad AIC y BIC. Se ha realizado en cada uno el remuestreo 10 veces (cada una de las veces con distinta semilla) y con un porcentaje de datos de 0,8. Además se ha modificado levelmente la función steprepetidobinaria para que los datos training se balanceen con el paquete ROSE.

Con el ajuste de bondad AIC estos son los conjuntos de variables más frecuentes:

#c("ccs", "dir", "lvr", "mcs", "uria")

#c("ccs", "dir", "lvr", "mcs", "uria","hir")

Con el ajuste de bondad AIC estos son los conjuntos de variables más frecuentes:

#c("ccs", "dir", "lvr", "mcs", "uria")

#c("ccs", "dir", "lvr", "mcs", "uria","hir")

Con el ajuste de bondad BIC este es el conjunto de variables más frecuentes:

#c("ccs", "lvr", "dir", "mcs", "uria")

Este conjunto de variable tiene las misma variables que el primero con AIC.

Además, también se ha utilizado el método stepwise con todos las muestras. El conjunto de variable obtenido es

c( "dmi", "ccs", "dir", "pbcr", "black", "lvr", "self", "single", "uria", "mcs")

Comparamos estos tres conjuntos de variables mediante la función GlmDesbalance, como se ha comentado en la sección anterior, esta función realiza validación cruzada usando en el training datos balanceados con la librería ROSE .

|  |  |  |  |
| --- | --- | --- | --- |
| Modelo | Conjunto variables | Método | Numero variables |
| Modelo 1 | c("ccs", "dir", "lvr", "mcs", "uria") | AIC y BIC con remuestreo | 5 |
| Modelo 2 | c("ccs", "dir", "lvr", "mcs", "uria","hir") | AIC con remuestreo | 6 |
| Modelo 3 | c( "dmi", "ccs", "dir", "pbcr", "black", "lvr","self", "single", "uria", "mcs") | #AIC entero | 10 |

|  |  |
| --- | --- |
| D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_lineal_Acc.png | D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_lineal_Sens.png |
| D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_lineal_ROC.png |  |

En primer lugar descartamos el modelo 3, el aumento en la sensibilidad de alrededor de 0.03 que obtenemos con este conjunto de variables no justifica añadir tantas variables al modelo.

Elijo el modelo 1 frente al modelo 2, porque la variable extra no aporta casi nada.

### Aproximación no-lineal

En primer lugar se ha utilizado un random forest para saber la importancia de las variables sobre el dataset balanceado con la librería ROSE.
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Diferentes conjuntos de variables se comparan mediante validación cruzada con la función RangerDesbalance. La aproximación será iterativa, se irán añadiendo variables poco a poco, comparando modelos.

Se empezará con un modelo con las tres variables más importantes c("dir", "dmi", "hir").Además, se ha incluido un modelo con todas las posibles variables para hacernos una idea de cuanto puede mejorar con todas las variables

|  |  |  |
| --- | --- | --- |
| Modelo | Conjunto variables | Numero variables |
| Modelo 1 | c("dir", "dmi", "hir", "ccs", "pbcr", "lvr", "black", "uria",  "mcs", "self", "single", "comdominiom") | 12 |
| Modelo 2 | c("dir", "dmi", "hir") | 3 |
| Modelo 3 | c("dir", "dmi", "hir","ccs") | 4 |
| Modelo 4 | c("dir", "dmi", "hir","pbcr" ) | 4 |
| Modelo 5 | c("dir", "dmi", "hir", "lvr") | 4 |
| Modelo 6 | c("dir", "dmi", "hir","black") | 4 |
| Modelo 7 | c("dir", "dmi", "hir","uria" ) |  |
| Modelo 8 | c("dir", "dmi", "hir","mcs") | 4 |
| Modelo 9 | c("dir", "dmi", "hir","self") | 4 |
| Modelo 10 | c("dir", "dmi", "hir","single" ) | 4 |
| Modelo 11 | c("dir", "dmi", "hir","comdominiom") | 4 |

Desde los modelos 3 al 11 son iguales al modelo 2 salvo que se ha añadido una variable. Entonces, el modelo 2 se usará como referencia para comparar.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_seleccion_variables_Nolineal_Rf_Accu(1-11).png | D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_Nolineal_Rf_Sens(1-11).png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_seleccion_variables_Nolineal_Rf_ROC(1-11).png |  |

-

Los modelos 3,4,5,6 producen mejoras en las 3 métricas. Especialmente destaca el modelo 3, que es el que más mejora y además reduce la varianza en las métricas, la variable asociada a este modelo es “css”. Además, como las variables asociadas a los modelos del 7 al 11 no dan resultados claros las descartamos. El modelo 1, que contiene todas las variables, tiene muy más sensibilidad respecto al 2, parece aconsejable seguir añadiendo variables.

En la siguiente ronda de comparación se añaden dos variables al modelo con respecto al modelo2: combinaciones de a dos de las variables asociadas a los modelos 3,4,5,6; que corresponden a “css”, “pbcr", "lvr", “black” respectivamente.

Ahora el modelo de referencia será el modelo 11, que esta formado por las mismas variables que el anterior modelo 3. Así podremos decir sin compensa seguir añadiendo variables o, si por el contrario, es mejor tener un modelo más parsimonioso.

|  |  |  |
| --- | --- | --- |
| Modelo | Conjunto variables | Numero variables |
| Modelo 11 | c("dir", "dmi", "hir","ccs") | 4 |
| Modelo 12 | c("dir", "dmi", "hir","ccs","pbcr") | 5 |
| Modelo 13 | c("dir", "dmi", "hir","ccs","lvr") | 5 |
| Modelo 14 | c("dir", "dmi", "hir","ccs","black") | 5 |
| Modelo 15 | c("dir", "dmi", "hir","pbcr","lvr" ) | 5 |
| Modelo 16 | c("dir", "dmi", "hir","pbcr","black" ) | 5 |
| Modelo 17 | c("dir", "dmi", "hir", "lvr","black") | 5 |

|  |  |
| --- | --- |
| D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_Nolineal_Rf_AC(11-17).png | D:\Master_UCM\Machine Learning\Boston\Figuras\V06_seleccion_variables_Nolineal_Rf_Sens(11-17).png |
|  |  |

Destacan los modelos 12, 13, 14. Todos ellos tienen en común la variable “css”.

Vamos a realizar una nueva iteración, esta vez teniendo como referencia el modelo 18, que es igual al 11. Esta vez se van a añadir a este modelo las variables “pbcr”,”lvr”,”black”, y sus distintas combinaciones.

|  |  |  |
| --- | --- | --- |
| Modelo | Conjunto variables | Numero variables |
| Modelo 18 | c("dir", "dmi", "hir","ccs") | 4 |
| Modelo 19 | c("dir", "dmi", "hir","ccs","pbcr") | 5 |
| Modelo 20 | c("dir", "dmi", "hir","ccs","lvr") | 5 |
| Modelo 21 | c("dir", "dmi", "hir","ccs", "black") | 5 |
| Modelo 22 | c("dir", "dmi", "hir","ccs","pbcr","lvr") | 6 |
| Modelo 23 | c("dir", "dmi", "hir","ccs","pbcr","black") | 6 |
| Modelo 24 | c("dir", "dmi", "hir","ccs","lvr","black") | 6 |
| Modelo 25 | c("dir", "dmi", "hir","ccs","pbcr","lvr","black") | 7 |

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_seleccion_variables_Nolineal_Rf_Ac(18-25).png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_seleccion_variables_Nolineal_Rf_Sens(18-25).png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_seleccion_variables_Nolineal_Rf_ROC(18-25).png |  |

Las figuras muestran que cuanto más variables más mejoran lasa métricas de ROC y sensibilidad. Como modelos tentativos he escogido los modelos 23 y 25. El modelo 25 supera la barrera 0.6 en sensibilidad y es modelo roc mas alto. El modelo 24 ha sido descartado por su accuracy. Se ha escogido el 23 frente al 22 porque tiene algo más de sensibilidad y valor ROC.

### Selección entre conjuntos de variables

Los modelos escogidos en las secciones anteriores se van comparar vía validación cruzada usando el mismo algoritmo(random forest). Uso este modo de proceder porque lo que busco es un conjunto de variables, no un modelo ya entrenado. Esa parte se dará en fases posteriores.

|  |  |  |
| --- | --- | --- |
| Modelo | Variables | número variables |
| Lineal | c("ccs", "dir", "lvr", "mcs", "uria") | 5 |
| No lineal 1 (antiguo modelo23) | c("dir", "dmi", "hir","ccs","pbcr","black") | 6 |
| No lineal 2  (antiguo modelo25) | c("dir", "dmi", "hir","ccs","pbcr","lvr","black") | 7 |

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_Comparacion_modelos-Acc.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_Comparacion_modelos-Sens.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V06_Comparacion_modelos-ROC.PNG |  |

El modelo escogido a través de la aproximación lineal es claramente inferior a los otros dos. Escojo el modelo no lineal 2 porque tiene valores ROC y de sensibilidad superiores a modelo no lineal 1.

## Tuneado de parámetros

Significativo métrica si para alguno de las métricas la variación del parámetro sufre cambio en al menos 5%.

Si no supera este umbral, siempre se interara elegir parámetros para tener un modelo robusto y evitar sobreajuste

### Redes

Los parámetros de la red size (número de nodos) y decay, se han tuneado mediante validación cruzada. Se usado la siguiente grid para la búsqueda de los parámetros óptimos:

* Size toma valores 5,10,15,20
* Decay toma valores 0.1, 0.01, 0.001

|  |
| --- |
| size decay Accuracy Sensitivity auc parametros  1 5 0.100 0.5007295 0.8634460 0.7842921 71  2 10 0.100 0.5339091 0.7777667 0.7498721 141  3 15 0.100 0.5538362 0.7403716 0.7289378 211  4 20 0.100 0.5743132 0.7993255 0.7627940 281  5 5 0.010 0.5102437 0.8524133 0.7768831 71  6 10 0.010 0.5328066 0.8041311 0.7506513 141  7 15 0.010 0.5470482 0.7810033 0.7336366 211  8 20 0.010 0.5239966 0.8410504 0.7634015 281  9 5 0.001 0.4719835 0.8649992 0.7839825 71  10 10 0.001 0.4842651 0.8243040 0.7511846 141  11 15 0.001 0.5101128 0.7998167 0.7414134 211  12 20 0.001 0.5584428 0.8028957 0.7584928 281 |
|  |
| |  | | --- | |  | |

Modelos con size 5 consiguen unos valores superiores en las métricas sensitivity y auc, además tiene la ventaja que el modelo será menos proclive al sobreajuste porque tiene menos parámetros. Se podría elegir decay 0.1 o 0.001, se elige el primero porque así el tiempo de optimización de la red será más rápido. Elegimos size 5 decay 0.1 parametros 71.

### Random Forest

Los parámetros de un modelo de random forest se han tuneado.

Los parámetros de la grid son los siguientes: número de árboles, número de variable que se eligen en cada nodo (mtry) y mínimo tamaño de nodo.

La estrategia es tunear secuencialmente cada una de estas, primero tuneado las relacionadas con el algoritmo (número de arboles y mtry) y después la propia de los arboles (mínimo tamaño de nodos)

* Número de árboles: se han tomado los valores 50,100,200,300,500,800,1000

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_Auc.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_Accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_Sensitivity.png |  |

El número de árboles no parece afectar demasiado a las métricas. Elijo un número de árboles de 800 para asegurarme de que el modelo sea robusto

* Mtry: número de variables que se usan para el Split en cada nodo. Se han utilizado valores 2,3,4

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_mtry_Auc.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_mtry_Accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_mtry_Sensitivity.png |  |

La métrica que más varía es accuracy, según esta, el mejor valor es 2. En cualquier caso, un cambio en mtry tampoco produce un cambio significativo en las métricas. Así qué nos quedamos con mtry=2 para intentar que el modelo tienda al sobreajuste lo mínimo posible.

* Se ha tuneado el tamaño mínimo de los nodos. Ha tomado unos valores 1,2,3,5,8,10

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_tamañondo_Auc.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_tamañondo_Accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V08_tuneadoRF_tamañondo_Sensivity.png |  |

Con este parámetro las métricas varían de forma marginal. Se ha escogido un valor 10 para tener un modelo robusto, al igual que con los parámetros anteriores.

### Bagging

Los parámetros de un modelo Bagging se han tuneado. Los parámetros de la grid son los siguientes: número de árboles y tamaño mínimo de nodo. Se tunean secuencialmente cada una de ellas, empezando por el número de árboles.

* Número de árboles: se han tomado los valores 50,100,200,300,500,800,1000

|  |  |
| --- | --- |
|  | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V10_tuneadoBaggin_arboles_Accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V10_tuneadoBaggin_arboles_Sensitivity.png |  |

Al igual que en random forest, el número de árboles produce efectos marginales en las métricas. Se ha elegido 800 para tener un modelo robusto.

* Se ha tuneado el tamaño mínimo de los nodos. Ha tomado unos valores 1,2,3,5,8,10

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V10_tuneadoBaggin_Auc_tamaño_nodo.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V10_tuneadoBaggin_tamaño_nodo_Accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V10_tuneadoBaggin_tamaño_nodo_sensivity.png |  |

Se ha elegido un número mínimo de nodo 10 mejora la tres métricas y además un valor alto del número mínimo del nodo hace al modelo menos proclive a sobreajuste.

### GBM

La estrategia para tunear los parámetros del modelo Gradient Boosting es la siguiente:

Se hace una rejilla de parámetros:

* Shrinkage con valores 0.1,0.05,0.03,0.01,0.001
* tamaño de nodo mínimo con valores 5,10,20
* n.trees con valores 100,500,1000,5000

En primer lugar, se elegirá shrinkage y el tamaño de nodo mínimo. Posteriormente, se usará una rejilla para determinar n.trees. Sigo este método secuencial porque n.trees está interrelacionado con shrinkage.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_sizeNodo_Sensitivity.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_sizeNodo_Auc.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_sizeNodo_Accuracy.png |  |

Elegimos un tamaño mínimo de nodo de 5 porque es el mayor en accuracy y auc, con la sensivity es el peor pero los valores apenas varían.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_shrinkage_Sensivity.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_shrinkage_Auc.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_shrinkage_Accuracy.png |  |

La métrica que más varía es auc, según esta los mejores valores son 0.03 y 0.05. Elijo el último valor para alcanzar un modelo más robusto.

|  |  |
| --- | --- |
| D:\Master_UCM\Machine Learning\Boston\Figuras\V11_tuneado_GBM_numArboles_Accuracy.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_numArboles_Sensivity.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V11_tuneado_GBM_numArboles_Auc.png |  |

Escogemos para el parámetro número de árboles el valor 500, esta en la cima en las tres métricas.

### SVM

#### SVM lineal

El único parámetro que hay que tunear en SVM lineal es C.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMlineal_C_accuracy.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMlineal_C_Auc.png |
|  |  |

En las tres métricas se puede observar un incremento rápido para valores pequeños de C y para después pasar a una región constante. Elijo C=0.05 porque es el menor valor de C que está en la región constante. De esta forma, el modelo tenderá menos al sobreajuste.

#### SVM polinomial

Los parámetros que se han tuneado son : C, grado, y scala. Se ha usado la siguiente rejilla de parámetros

C: 0.01,0.05,0.1,0.2,0.5,1,2,5,10

Degree: 2,3

Scale: 0.1,0.5,1,2,5

Esta vez los parámetros tiene influencia en las métricas. Entonces la estrategia será en cada parámetro ir descartando combinaciones. Al final de la criba podremos elegir más claramente entre un conjunto muy inferior de parámetros.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_degree_accuracy.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_degree_auc.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_degree_sensi.png |  |

Con los dos valore se puede conseguir valores alto en todas las métricas. Elijo 2 para tener modelo robusto.

Como la métrica que considero más importante es la sensibilidad, porque el coste de error de dar una hipoteca a alguien que no debería es mucho mayor que no dársela a alguien que si se la debería dar.

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_C_sensi.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_C_accuracy.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVMpoli_C_auc.png |  |

Hay modelo con sensibilidad muy alta. Pongo como condición modelos con sensibilidad mayor de 0.95, y a partir de aquí elijo aquel que pueda darme la mayor sensibilidad sin que se resienta lo mínimo posible auc.

Como aun así hay muchas opciones posibles grafico los parámetros de los modelos

![](data:image/png;base64,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)

Cuanto menor sean estos parámetros menos tenderán a sobreajustar. La estrategia es escoger un modelo con parámetros que estén los más cerca posible del origen de coordenadas pero que aun así tenga buenas métricas.

Escojo C=0.05 degree=2 y scale =0.5. Este caso tiene las siguientes métricas: Accuracy 0.902, Auc 0.806, sensibilidad 0.972

#### SVM RBF

Los parámetros que se han tuneado son: C y sigma. En ambos un valor alto significa que aumenta la varianza del modelo pudiendo incurrir en sobreajuste. Por lo tanto dentro de las métricas se escoge los valores de los parámetros lo menores posible.

La rejilla que he utilizado es C=0.01,0.05,0.1,0.2,0.5. Sigma = 0.01,0.05,0.1,0.2,0.5,1,2,5,10,30

|  |  |
| --- | --- |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVM_RBF_C_accuracy.png | C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVM_RBF_C_auc.png |
| C:\Users\Adrián\AppData\Local\Microsoft\Windows\INetCache\Content.Word\V12_tuneado_SVM_RBF_C_sens.png |  |

Al igual que en el caso anterior, vamos a poner condiciones para ir quitando caso. Posteriormente elegiremos de entre el subconjunto resultante. Con los gráficos vamos cogiendo las condiciones de manera que nos el mayor número de casos.

Descartamos todos los casos que no cumplan las siguientes condiciones:

Accuracy>0.85, auc>0.75, sensibilidad>0.85

De los 50 casos iniciales de la rejilla tenemos 20 resultantes, que he graficado en función de sus parámetros sigma y C.
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Ahora intentaremos coger aquel caso que tenga los parámetros menores con las métricas mayores posibles. La elección final es:

C=0.20, Sigma=0.5, Accuracy=0.889, Auc=0.8027, Sensitivity=0.9026