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**Aim**

Increase the efficiency of SIR (Sampling Importance Resampling), a method to obtain parameter uncertainty, by improving sampling and implement parallelization.

**Background**

This method was originally developed in a Bayesian context [ref] and implemented to estimate parameter uncertainty for nonlinear mixed effects models [ref]. The idea behind SIR is to sample *M* p-dimensional parameter vectors *θ* from a p-dimensional proposal distribution *hprior(θ)*, compute weights (also called importance ratios *IR*) based on the vectors’ adequacy to the data relative to their likelihood in *h(θ)*, and resample *N* vectors based on their *IR*. The resampled vectors form the posterior density *hpost(θ).* This procedure can be iterated a number of times, using *hpost(θ)* of one iteration as the as the input proposal for the next.

The idea is to investigate different sampling strategies for generating *M* samplesfrom the proposal distribution *hprior(θ)* and implement computation of the *IR* in parallel.

**Methods**

All work was done in R. A very simple simulated example was be used, where *hpost(θ)* was assumed to be known. Samples were generated from different proposals and the number of iterations (at fixed *M* and *m*) and time for *hpost(θ)* to be reached was compared to evaluate the performance of the sampling strategies. The speed increase when using parallelization for IR computation was quantified.

Investigated sampling strategies will be random sampling (Monte-Carlo, MC) and Latin Hypercube Sampling (LHS). Parallelization was be investigated locally using the parallel library. Parallelization using systems like Hadoop was not considered here as the data to handle was very limited in size and thus the additional benefit of such approaches was deemed too little.

The example assumed a 5-dimensional multivariate distribution. The 5 variables were assumed to have a mean of 0, a variance of 1 and no correlations between them (“true” distribution). *M*=5000 samples were then generated using MC and LHS from 8 different proposal distributions. The proposal distributions were the true distribution, inflations thereof (variances multiplied by 2 and 10), deflations thereof (variances divided by 2 and 10), shifts thereof (means shifted by 1 and 2) and a shifted inflation (means shifted by 1 and variances multiplied by 2). *IR* were computed as the ratio between the density of the parameter vector in the true distribution divided by its density in the proposal distribution. *N*=1000 vectors were then resampled based on their *IR*. The empirical covariance matrix of these vectors was computed as used as the proposal distribution for the next SIR iteration. This process was repeated 5 times. The means, variances and CI95% of each variable were computed for each iteration to investigate whether LHS was able to find the true distribution faster than MC. Additional investigations were done for selected options by introducing correlations in the true distribution or reducing the number of samples/resamples with and without changing the *M/N* ratio. Table 1 presents the summary of the investigated options.

**Table1** Investigated options for the SIR procedure

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Options** | | | | |
| **True distribution** | **Proposal distribution** | | **Sampling** | **Parallelization** | **M/N** |
| MVN (0,I) | *true* | MVN (0,I) | MC | yes | 5000/1000 |
| MVN (0,corrI)\* | *inflation 1* | MVN (0,2\*I) | LHS | no | 2000/1000\* |
|  | *inflation 2* | MVN (0,10\*I) |  |  | 100/20\* |
|  | *deflation 1* | MVN (0,0.5\*I) |  |  |  |
|  | *deflation 2* | MVN (0,0.1\*I) |  |  |  |
|  | *bias 1* | MVN (1, I) |  |  |  |
|  | *bias 2* | MVN (2,I) |  |  |  |
|  | *infl+bias* | MVN (1,2\*I) |  |  |  |
| \*additional investigations, for selected options only | | | | | |

**Results**

**Table 2 Results from microbenchmark (seconds): LHS does not take longer than MC**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Scenario** | **min** | **lq** | **mean** | **median** | **uq** | **max** | **eval** |
| MVN\_TRUE\_MC\_NOPAR | 6.75 | 7.65 | 8.71 | 8.52 | 9.79 | 12.90 | 100 |
| MVN\_TRUE\_LHS\_NOPAR | 6.60 | 7.46 | 8.71 | 8.34 | 9.74 | 15.01 | 100 |

**Sampling multivariate distributions**

Generic methods for generating [independent](https://en.wikipedia.org/wiki/Statistical_independence) samples:

* [Rejection sampling](https://en.wikipedia.org/wiki/Rejection_sampling) for arbitrary density functions
* [Inverse transform sampling](https://en.wikipedia.org/wiki/Inverse_transform_sampling) for distributions whose CDF is known
* [Slice sampling](https://en.wikipedia.org/wiki/Slice_sampling)
* [Ziggurat algorithm](https://en.wikipedia.org/wiki/Ziggurat_algorithm), for monotonously decreasing density functions as well as symmetric unimodal distributions
* [Convolution random number generator](https://en.wikipedia.org/wiki/Convolution_random_number_generator), not a sampling method in itself: it describes the use of arithmetics on top of one or more existing sampling methods to generate more involved distributions.

Generic methods for generating [correlated](https://en.wikipedia.org/wiki/Correlated) samples (often necessary for unusually-shaped or high-dimensional distributions):

* [Markov chain Monte Carlo](https://en.wikipedia.org/wiki/Markov_chain_Monte_Carlo), the general principle
* [Metropolis–Hastings algorithm](https://en.wikipedia.org/wiki/Metropolis%E2%80%93Hastings_algorithm)
* [Gibbs sampling](https://en.wikipedia.org/wiki/Gibbs_sampling)
* [Slice sampling](https://en.wikipedia.org/wiki/Slice_sampling)
* [Reversible-jump Markov chain Monte Carlo](https://en.wikipedia.org/wiki/Reversible-jump_Markov_chain_Monte_Carlo), when the number of dimensions is not fixed (e.g. when estimating a [mixture model](https://en.wikipedia.org/wiki/Mixture_model) and simultaneously estimating the number of mixture components)
* [Particle filters](https://en.wikipedia.org/wiki/Particle_filter), when the obse
* The maximum number of combinations for a Latin Hypercube of ![M](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAOBAMAAAAyKEr9AAAAMFBMVEX///8WFhYEBAS2trZQUFCenp5iYmKKiopAQEDMzMzm5uYwMDAMDAwiIiJ0dHQAAADxJdlTAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAItJREFUCB1jYGB4+4cBCN6fXgAkOe8DCa7+CUCSga8eSPH1gJgMbOsDGBgiT0DY/A8YGKq+g9nLeRwY2Fl/gdlVvBsYJrMogNkJHAIMDxg3QNhsCqwLQHqAJj9g/7CcIR5sPPsE5p8PGJxAwgxsDFzfDBikwezVDAxfGLj+gdjc+rsYNnD1fGxgYAAAKP8icUZmmvwAAAAASUVORK5CYII=) divisions and ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFBAQEDMzMy2trYwMDAEBATm5uYWFhYiIiJiYmIAAABDhkvSAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAHNJREFUCB1jYGB4+4eBYe+vCQwMDBz3GxgYZgMZDHz1CQwMD0AsVs4PDNwOIBYf8xcGpgIQq5lBhoEPxGDwZnhfAGE9YNgfsAUs9oCBd4EFiMWuwMD86QGIxbKBgWEtmAVSHA9msQFZ9Q1AgnM90EpOIAMAreMZeLbY2CwAAAAASUVORK5CYII=) variables (i.e., dimensions) can be computed with the following formula:
* ![\left(\prod_{n=0}^{M-1} (M-n)\right)^{N-1} = (M!)^{N-1}](data:image/png;base64,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)
* In **random sampling** new sample points are generated without taking into account the

previously generated sample points. One does not necessarily need to know beforehand how many sample points are needed.

* In **Latin Hypercube sampling** one must first decide how many sample points to use and for each sample point remember in which row and column the sample point was taken.
* In **Orthogonal sampling**, the sample space is divided into equally probable subspaces. All sample points are then chosen simultaneously making sure that the total ensemble of sample points is a Latin Hypercube sample and that each subspace is sampled with the same density.

Thus, orthogonal sampling ensures that the ensemble of random numbers is a very good representative of the real variability, LHS ensures that the ensemble of random numbers is representative of the real variability whereas traditional random sampling (sometimes called brute force) is just an ensemble of random numbers without any guarantees.