**2023级本科《深度神经网络》课程教学大纲**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 英文课程名 | Deep Neural Networks | 总 学 时 | | 48 | 学 分 | 3 |
| 课程编码 | G126843 | 理论教学学时 | | 36 | 线上教学学时\* | 0 |
| 开课学院（部） | 计算机科学与技术学院 | 实践  教学  学时 | 实验学时 | 0 | 先修课程 | 高等代数、线性代数B、概率论与数理统计A、程序设计基础C |
| 课程类别 | □大类基础课程 🗹专业课程 | 上机学时 | 12 | 适用专业 | 数据科学与大数据技术 |
| 🗹理论课程 □实践课程 | 其它 | 0 | 基层教学组织 | 大数据课程群教学团队 |
| □必修 🗹选修 | 开课平台 |  | | 课程链接 |  |
| 教学类型\* | | 🗹线下教学 □线上线下混合式教学 □线上教学 □双语 □全英语 | | | | |

**一、课程简介**

本课程将根据主流的实际应用场景，较为全面地介绍近年发展起来的基于深度学习思想的深度学习神经网络的基本概念、主要结构、核心方法和关键技术和应用。主要内容包括：（1）机器学习和深度神经网络的基本概念、面向不同任务场景的模型基本工作原理和模型优化算法，以及所需的概率论、线性代数等相关理论基础；（2）不同任务场景下深度神经网络的主流结构、激活函数、正则化技术，实用算法细节和应用案例；（3）深度神经网络在计算机视觉与自然语言处理技术原理与应用；（4）包括注意力机制和生成对抗网络等新兴技术的介绍和探讨；（5）前沿论文与技术探讨。

通过课程的学习，使同学们巩固基础数学及机器学习的基本概念和算法；掌握深度神经网络的基本概念；掌握深度网络学习中的主要网络结构的基本概念和相关算法；了解具体应用领域的背景知识、应用相关的深度学习技术；并了解生成对抗网络、深度神经网络模型压缩等新兴技术。

**二、课程教学目标**

**课程教学目标1（知识）**：了解和熟悉机器学习的基本概念、基本要素和适合解决的任务场景，从基本步骤、重要参数、适用范围、编程实现等多个方面和层次掌握针对不同机器学习任务的常用方法和算法。

**课程教学目标2（知识）**：了解和熟悉深度神经网络的基本结构、类型和适合解决的任务场景，从基本步骤、重要参数、适用范围、编程实现等多个方面和层次掌握针对不同深度学习任务的常用方法和算法。

**课程教学目标3（能力）**：学会结合所学知识和网络资源自主进行文献检索和资料查询，包括国内外深度学习的竞赛平台、中英文文献、公开数据集、以及开源代码，理解和掌握各种与深度神经网络相关的实际问题的复杂性和解决方案的多样性，学习并体会寻找满足实际需求最佳解决方案的方法。

**课程教学目标4（能力）**：了解和掌握基于深度神经网络方法的实验设计方法，能够根据复杂智能系统应用的具体环境出发，学会利用外部资源，包括文献、开源代码、公开数据等设计与实现有效的、满足具体应用的深度神经网络模型，并以书面形式对深度神经网络设计应用整个流程进行完整展现。

**课程教学目标5（素质）**：能够以团队形式完成模型的选择、实验方案设计、软件编码和整个流程的完整展现等，在团队协助中理解个人职责以及个人与团队的关系。

课程教学目标6（思政）：在设计实验方案时，注意培养自身认真严谨、精益求精、不断优化的工匠精神，在主动查询文献的基础上分析我国在完成大规模模型计算所需的GPU等硬件资源等领域与国际先进水平的差距，培养自己的终身学习和危机意识、社会责任感和家国情怀。

**三、课程教学目标与毕业要求对应关系**

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 课程教学目标 | 毕业要求 | 毕业要求的具体描述 |
| 1 | 课程教学目标1 | 3-1 | 3-1 具有解决复杂数据工程问题数据建模与程序开发能力 |
| 2 | 课程教学目标2 | 3-1 | 3-1 具有解决复杂数据工程问题数据建模与程序开发能力 |
| 3 | 课程教学目标3 | 2-3 | 2-3 能够理解复杂数据工程问题求解方法与工程需求解决方案的多样性，利用多源知识、技术与方法，包括文献与信息资源的收集与研读、分析与综合，获得求解问题与满足需求的不同思路、方法与方案的可能途径 |
| 4 | 课程教学目标4 | 4-1 | 4-1 具有基于科学原理和科学方法设计复杂数据工程实验项目的能力 |
| 5 | 课程教学目标5 | 9-1 | 9-1 理解多学科背景下个体、团队成员以及负责人在复杂计算机工程实践中的作用和相互关系。 |
| 6 | 课程教学目标6 | 12-2 | 12-2 具有终身学习的意识，能够不断更新知识体系，适应技术发展和进步 |

**四、课程教学内容及学时分配**

**1．理论教学安排**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **序号** | **章节或知识点** | **教学内容** | **教学重点、难点，课程思政要素** | **学时**  **分配** | **教学要求** | **教学方式** | **学生任务** | |
| 作业要求 | 其他要求(自学/讨论） |
| 1 | 深度学习导引和数学基础回顾 | 1. 人工智能简史和深度神经网络发展史 2. 机器学习的基本概念 3. 表示学习的基本概念 4. 深度学习的基本概念 5. 机器学习、表示学习和深度学习的关系 6. 深度学习设计的应用数学基础 | **教学重点：**   1. 深度学习的基本概念和基本工作原理。 2. 机器学习、表示学习和深度学习的三者关系。   **教学难点：**   1. 浅层神经网络与深度神经网络以及表示学习与深度学习的关系。   **思政要素：**  社会责任：树立为我国人工智能产业发展做贡献的意识。 | 4 | 1. 理解机器学习、表示学习和深度学习的基本概念和基本原理。 2. 了解深度神经网络的主流应用和重要性。 3. 掌握深度学习学习的基本数学基础。 4. 具有为国家人工智能自主研发和应用推广贡献力量的觉悟和意识，具有社会责任感和家国情怀。 | 讲授+讨论 | 教师自编题目。 | 1.你对TikTok被制裁事件怎么看？  2.你对我国人工智能产业的发展有什么想法？  3.你对互联网对个人隐私的泄露怎么看？ |
| 2 | 机器学习基础 | 1. 机器学习基本概念 2. 机器学习三个基本要素 3. 机器学习简单示例——线性回归模型参数学习方法 4. 机器学习算法的类型 5. 数据特征表示和模型评价指标及过拟合 6. 机器学习理论与定理 | 教学重点：   1. 机器学习三个基本要（模型、学习准则和优化算法）。 2. 线性回归模型的参数学习方法。 3. 机器学习理论与定理。   教学难点：   1. 机器学习的第三个要素——优化算法； 2. 参数估计学习方法。   思政要素：  社会责任：树立为我国人工智能产业发展做贡献的意识。 | 6 | 1. 掌握机器学习的三个基本要素（学习准则和优化算法）。 2. 掌握机器学习的参数、超参数和正则化项等基本概念。 3. 线性回归模型优化和参数学习方法（提前停止、随机梯度下降、经验风险最小、结构风险最小化、最大似然估计、最大后验估计等方法）。 4. 具有为国家人工智能自主研发和应用推广贡献力量的觉悟和意识，具有社会责任感和家国情怀。 | 讲授 + 讨论 | 教师自编题目。 | 机器学习的三个基本要素中学习准则和优化算法的作用分别是什么？正则化的作用有哪些？ |
| 3 | 线性模型 | 1. 线性判别函数和决策边界 2. Logistics和Softmax回归模型的参数学习 3. 感知器的参数学习 4. 损失函数对比 | 教学重点：  1. 线性分类模型和线性判别函数、决策边界的关系。  2. Logistics和Softmax激活函数。  3.感知器的参数学习。  教学难点：  1．感知器的收敛性和参数平均。  课程思政要素：  社会责任：树立为我国人工智能产业发展做贡献的意识。 | 2 | 1. 掌握非线性分类模型、线性分类模型和线性判别函数、决策边界的关系。 2. 掌握线性模型中基于Logistics和Softmax激活函数的二分类和多分类线性回归模型。 3. 具有为国家人工智能自主研发和应用推广贡献力量的觉悟和意识，具有社会责任感和家国情怀 | 讲授 + 讨论 | 教师自编题目。 | 1.函数有什么作用？ |
| 3 | 深度神经网络 | * + - 1. 神经元的激活函数       2. 深度神经网络的结构       3. 前馈神经网络       4. 反向传播       5. 自动梯度计算和优化 | 教学重点：  1. 反向传播  2. 自动梯度计算和优化  教学难点：  1．深度神经网络的梯度消失  课程思政要素：  工匠精神：培养编程时一丝不苟、严谨精准的工匠精神。 | 4 | 1. 了解深度前馈网络的概念；  2. 掌握深度模型正则化及优化；  3. 能够在编程过程中形成一丝不苟、精准控制的严谨意识和工匠精神。 | 讲授 + 举例 + 讨论 | 教师自编题目。 | 1.深度模型为什么会发生梯度消失？ |
| 4 | 卷积神经网络 | 1. 卷积的定义和操作 2. 卷积神经网络的结构和参数学习 3. 典型的卷积神经网络 | 教学重点：   1. 卷积算法的特点和卷积神经网络的应用场景。   教学难点：   1. 卷积算法的原理和具体操作步骤。   课程思政要素：  工匠精神：培养编程时一丝不苟、严谨精准的工匠精神。 | 6 | 1. 掌握卷积算法的原理和操作过程。 2. 掌握和理解典型的卷积神经网络的结构、基本工作原理以及适用场景。 3. 能够在编程过程中形成一丝不苟、精准控制的严谨意识和工匠精神。 | 讲授 + 举例 + 讨论 | 教师自编题目。 | 1.池化对图像内容表示的影响？ |
| 5 | 循环神经网络 | 1. 简单循环神经网络的结构 2. 循环神经网络的参数学习 3. 基于门控的循环神经网络 4. 深层循环网络 | 教学重点：   1. RNN网络模型； 2. LSTM网络模型。   教学难点：   1. 循环神经网络的梯度计算   课程思政要素：  工匠精神：培养编程时一丝不苟、严谨精准的工匠精神。 | 6 | 1. 了解和理解RNN工作原理。 2. 掌握门控循环神经网络的工作原理，与RNN的区别和联系。 3. 能够在编程过程中形成一丝不苟、精准控制的严谨意识和工匠精神。 | 讲授 + 举例 + 讨论 | 教师自编题目。 | 1.长期依赖的挑战是什么？ |
| 6 | 生成对抗网 络用 | 1. 生成对抗网络基础  2. 生成对抗网络应用 | 教学重点：   1. 生成式对抗网络   教学难点：   1. 评估生成模型。   课程思政要素：  工匠精神：培养编程时一丝不苟、严谨精准的工匠精神。 | 4 | 1. 了解深度生成模型的优点和主要算法。 2. 掌握卷积生成网络、自回归网络。 3. 能够在编程过程中形成一丝不苟、精准控制的严谨意识和工匠精神。 | 讲授 + 举例 + 讨论 | 教师自编题目。 | 1.生成对抗网络有那些优势？ |
| 7 | 开源框架实践与前沿技术 | * + - 1. 开源框架应用介绍       2. 前沿论文阅读与讨论       3. 模型压缩和选择超参数       4. 深度模型应用 | 教学重点：   1. 各个开源深度神经网络框架。 2. 各种深度模型应用及模型压缩。   教学难点：   1. 开源框架实践与超参数方法   课程思政要素：  工匠精神：培养编程时一丝不苟、严谨精准的工匠精神。 | 4 | 1. 了解Tensorflow\PyTorch\PaddlePadele 等开源架构。 2. 了解语音识别、自然语言处理、 计算机视觉等应用 3. 掌握基于模型的超参数优化调试 4. 学生自主学习与汇报前言论文技术。 5. 能够在编程过程中形成一丝不苟、精准控制的严谨意识和工匠精神。 | 讲授 + 举例 + 讨论 | 教师自编题目。 | 1. 深度学习框架如何选择？ 2. 对前沿技术的看法？ 3. 手动调参还是自动调参？ |

2．实践教学安排

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 序号 | 项 目 | 学时或周数 | 类型 | 每组人数 | 教学要求 | 教学方式 | 学生任务 |
| 1 | CNN网络 | 4 | 设计型 | 1 | 1. 熟悉深度学习完整过程中的基本步骤，包括数据导入、训练集\测试集划分、模型训练、预测、评估。 2. 掌握如何构建一个CNN网络模型的机器学习项目，并作为机器学习项目负责人练习决策。 3. 了解诊断机器学习系统中的错误； 优先考虑减少错误的策略；了解复杂的 ML 设置，例如不匹配的训练/测试集，以及与人类水平的表现进行比较和/或超越。 4. 能够在实验过程不断钻研，培养求真务实的科学精神。 | 任务驱动法 | 1. 实验前提前预习实验内容。 2. 通过试错来调整参数，改进算法设置，最终得出有效结论。 3. 对实验结果进行分析与讨论，撰写实验报告并按时提交。 |
| 2 | LSTM网络 | 4 | 设计型 | 1 | 1. 熟悉深度学习完整过程中的基本步骤，包括数据导入、训练集\测试集划分、模型训练、预测、评估。 2. 掌握如何构建一个CNN网络模型的机器学习项目，并作为机器学习项目负责人练习决策。 3. 了解诊断机器学习系统中的错误； 优先考虑减少错误的策略；了解复杂的 ML 设置，例如不匹配的训练/测试集，以及与人类水平的表现进行比较和/或超越。 4. 能够在实验过程不断钻研，培养求真务实的科学精神。 | 任务驱动法 | 1. 实验前提前预习实验内容。 2. 通过试错来调整参数，改进算法设置，最终得出有效结论。 3. 对实验结果进行分析与讨论，撰写实验报告并按时提交。 |
| 3 | GAN网络 | 4 | 设计型 | 1 | 1. 熟悉深度学习完整过程中的基本步骤，包括数据导入、训练集\测试集划分、模型训练、预测、评估。 2. 掌握如何构建一个CNN网络模型的机器学习项目，并作为机器学习项目负责人练习决策。 3. 了解诊断机器学习系统中的错误； 优先考虑减少错误的策略；了解复杂的 ML 设置，例如不匹配的训练/测试集，以及与人类水平的表现进行比较和/或超越。 4. 能够在实验过程不断钻研，培养求真务实的科学精神。 | 任务驱动法 | 1. 实验前提前预习实验内容。 2. 通过试错来调整参数，改进算法设置，最终得出有效结论。 3. 对实验结果进行分析与讨论，撰写实验报告并按时提交。 |

**五、考核内容、考核方式及评分标准**

1. **课程考核内容、考核方式与比例**

|  |  |  |
| --- | --- | --- |
| 考核要素 | 考核方式 | 比例 |
| 期中考试 | 一页开卷 | 15% |
| 平时作业 | 书面作业 | 15% |
| 实验 | 实验结果验收 | 30% |
| 期末考核 | 一页开卷 | 40% |
| 总计 | | 100% |

1. **课程目标达成统计方式**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 课程教学目标  （指标点） | 考核内容 | 考核环节及成绩（每个分项各环节成绩之和 ≤ 100） | | | | 总评成绩 |
| 期中考试  （M1） | 平时作业  （M2） | 实验  （M3） | 期末考试  （M4） | 目标考核占比  （％） |
| 课程教学目标1  （指标点3.1） | 了解和熟悉机器学习的基本概念、基本要素和适合解决的任务场景，从基本步骤、重要参数、适用范围、编程实现等多个方面和层次掌握针对不同机器学习任务的常用方法和算法。  *具有解决复杂数据工程问题数据建模与程序开发能力* | 10  （M11） | 5  （M21） | 0  （M31） | 15  （M41） | 30  （） |
| 课程教学目标2  （指标点3.1） | 了解和熟悉深度神经网络的基本结构、类型和适合解决的任务场景，从基本步骤、重要参数、适用范围、编程实现等多个方面和层次掌握针对不同深度学习任务的常用方法和算法。*具有解决复杂数据工程问题数据建模与程序开发能力* | 0  （M12） | 5  （M22） | 0  （M32） | 15  （M42） | 20  （） |
| 课程教学目标3  （指标点2.3） | 学会结合所学知识和网络资源自主进行文献检索和资料查询，包括国内外深度学习的竞赛平台、中英文文献、公开数据集、以及开源代码，理解和掌握各种与深度神经网络相关的实际问题的复杂性和解决方案的多样性，学习并体会寻找满足实际需求最佳解决方案的方法。  *能够理解复杂数据工程问题求解方法与工程需求解决方案的多样性，利用多源知识、技术与方法，包括文献与信息资源的收集与研读、分析与综合，获得求解问题与满足需求的不同思路、方法与方案的可能途径* | 0  （M13） | 0  （M23） | 5  （M33） | 0  （M43） | 5  （） |
| 课程教学目标4  （指标点4.1） | 了解和掌握基于深度神经网络方法的实验设计方法，能够根据复杂智能系统应用的具体环境出发，学会利用外部资源，包括文献、开源代码、公开数据等设计与实现有效的、满足具体应用的深度神经网络模型，并以书面形式对深度神经网络设计应用整个流程进行完整展现。*具有基于科学原理和科学方法设计复杂数据工程实验项目的能力* | 5  （M14） | 5  （M24） | 5  （M34） | 20  （M44） | 35  （） |
| 课程教学目标5  （指标点9.1） | 能够以团队形式完成模型的选择、实验方案设计、软件编码和整个流程的完整展现等，在团队协助中理解个人职责以及个人与团队的关系。*理解多学科背景下个体、团队成员以及负责人在复杂计算机工程实践中的作用和相互关系。* | 0  （M15） | 0  （M25） | 5  （M35） | 0  （M45） | 5  （） |
| 课程教学目标6  （指标点12.2） | 在设计实验方案时，注意培养自身认真严谨、精益求精、不断优化的工匠精神，在主动查询文献的基础上分析我国在完成大规模模型计算所需的GPU等硬件资源等领域与国际先进水平的差距，培养自己的终身学习和危机意识、社会责任感和家国情怀。*具有终身学习的意识，能够不断更新知识体系，适应技术发展和进步* | 0  （M16） | 0  （M26） | 5  （M36） | 0  （M46） | 5  （） |
| 各考核环节在总评成绩中折算后的分值 | | 15  （） | 15  （） | 20  （） | 50  （） | 100  （） |

**六、评分标准**

1. **平时作业**

按照平时作业的答案和下表要求，按百分制评分，总评后折算成15分。

|  |  |  |
| --- | --- | --- |
| 平时作业情况 | 得分 | |
| 百分制 | 折算分值 |
| 作业严格按要求并及时完成，正确率90%以上，计算分析准确详尽，代码正确，书写美观整洁，没有抄袭情况。 | 90 ~ 100 | 13.5 ~ 15 |
| 作业按要求并及时完成，正确率80%至89%，过程详细，书写清晰，没有抄袭情况。 | 80 ~ 90 | 12 ~ 13.5 |
| 作业按要求完成，未及时完成次数少于三次，且能主动及时改正，正确率大于70%，没有抄袭情况。 | 70 ~ 80 | 10.5 ~ 12 |
| 作业基本按要求完成，未及时完成次数少于三次，老师指出后态度端正并补充完成，正确率大于60%，基本无抄袭。 | 60 ~ 70 | 9 ~ 10.5 |
| 作业不能按照要求完成，未及时完成且老师指出后仍不改进的次数大于三次，作业正确率不足60%，存在较多抄袭。 | 0 ~ 60 | 0 ~ 9 |

1. **实验考评**

从实验过程表现、实验结果验收情况和实验报告撰写情况3个方面来综合考虑，总评后折算成20分。

|  |  |  |  |
| --- | --- | --- | --- |
| 实验过程（分值占比50％） | 实验验收结果（分值占比20％） | 实验报告（分值占比30％） | 折算分值 |
| 实验过程积极主动，遇到问题能通过各种手段想方设发解决，动手能力强，在团队中贡献度大，是团队的主力。 | 实验结果正确且超出预期要求，有新功能或新方法。 | 报告内容完整、正确；程序内容合理、清晰，没有抄袭；对实验过程中存在问题有合理分析。 | 18 ~ 10 |
| 实验过程比较积极主动，遇到问题能够寻求老师或同伴解决，有较好的动手能力，是团队的骨干。 | 实验结果正确且满足要求。 | 报告内容完整、正确；程序内容合理、清晰，没有抄袭。 | 16 ~ 18 |
| 实验过程比较积极主动，但参与的工作量不够饱满，或者涉及核心技术部分的工作量中等，贡献度一般。 | 实验结果基本满足要求。 | 报告内容基本完整，程序内容基本正确合理。 | 14 ~ 16 |
| 实验过程积极性一般，参与的工作量偏少，或涉及核心技术部分的工作偏少，贡献度较低。 | 实验结果满足设定的最低要求。 | 报告内容不完整，指导教师指出后补充完整。 | 12 ~ 14 |
| 实验过程不积极，参与度低或不参与，工作量小，在团队中作用小，存在感和贡献度低。 | 实验结果达不到设定的最低要求。 | 报告内容不完整，指导教师指出后补充仍不完整。 | 0 ~ 12 |

1. **期中考试和期末考试**

期中考试和期末考试根据考试的标准答案和要求，按百分制评分，总评后分别折算成15分和50分。

**七、课程教学目标达成度自评**

课程目标达成度评价包括课程分目标达成度评价和课程总目标达成度评价。具体计算方法如下：

课程目标k的达成度Ok为：![](data:image/x-wmf;base64,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)。

课程总目标达成度O为所有课程目标达成度的最小值，即：![](data:image/x-wmf;base64,183GmgAAAAAAAL0SKwPsCQAAAABrTwEACQAAA94BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AIAERIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AEAAAhgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQAACAAAADIKgAFFEAEAAAAgtggAAAAyCoAB0w8BAAAAKXkIAAAAMgqAAQsOAQAAAE95CAAAADIKgAETDAEAAAAsAAgAAAAyCoABTgoBAAAAT7YIAAAAMgqAAcQJAQAAACy2CAAAADIKgAHSBwEAAAAsAAgAAAAyCoABwAUCAAAAKE8JAAAAMgqAARUDAwAAAG1pbgAIAAAAMgqAATQAAQAAAE+1HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkB1+A9GdQAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK4AFOBwEAAAAxAAgAAAAyCmACdgUBAAAAXU8IAAAAMgpgAmoEAQAAAH5PCAAAADIKYAIBBAEAAAAxeQgAAAAyCmACvQMBAAAAW2kcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrgATQPAQAAAG4ACAAAADIK4AF3CwEAAABrtQgAAAAyCmAC9gQBAAAAbrUIAAAAMgpgAtECAQAAAGsAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWzc0J1QAAAAKjfGQARPkB1+A9GdQAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAF/DAEAAAC8tQgAAAAyCoABPggBAAAAvE8IAAAAMgqAAaIBAQAAAD1PHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHWzc0J1QAAAAKjfGQARPkB1+A9GdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKYAI5AwEAAADOtQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHUhAIoCAAAKAAYAAAAhAIoCAQAAABDhGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。

其中各参数的含义如下：

1. Mij表示总评成绩中第i个考核环节对课程目标j的目标分值；Nij表示总评成绩中第i个考核环节对课程目标j的学生平均实际得分。
2. ![](data:image/x-wmf;base64,183GmgAAAAAAANIErwTsCQAAAACAXgEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQARgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8gBAAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdbNzQnVAAAAAqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQAACAAAADIK2QI3AAEAAADl8hwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1s3NCdUAAAACo3xkAET5AdfgPRnUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoArgABAAAAPXkIAAAAMgrvA8MAAQAAAD0AHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkB1+A9GdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK+gA2AQEAAAA0AAgAAAAyCu8DMgEBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAgUCAQAAAE15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkB1+A9GdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK+gBeAAEAAABpAAgAAAAyCu8DcwABAAAAafIIAAAAMgrgAm8DAgAAAGlqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdSEAigIAAAoABgAAACEAigIBAAAAEOEZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示所有考核环节对课程目标j的目标得分；![](data:image/x-wmf;base64,183GmgAAAAAAAIwErwTsCQAAAADeXgEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gAwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdbNzQnVAAAAAqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQAACAAAADIK2QI3AAEAAADlahwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1s3NCdUAAAACo3xkAET5AdfgPRnUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoArgABAAAAPQAIAAAAMgrvA8MAAQAAAD0AHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkB1+A9GdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK+gA2AQEAAAA0WQgAAAAyCu8DMgEBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqN8ZABE+QHX4D0Z1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAhECAQAAAE5ZHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKjfGQARPkB1+A9GdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK+gBeAAEAAABpWQgAAAAyCu8DcwABAAAAaQAIAAAAMgrgAjkDAgAAAGlqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdSEAigIAAAoABgAAACEAigIBAAAAEOEZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)表示所有考核环节对课程目标j的学生平均实际得分。
3. Ok表示第k个课程目标的达成度，n表示课程目标的个数，O表示课程总目标达成度。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 课程目标 | 支撑环节 | 目标分值 | 学生平均得分 | 达成度计算方法 |
| 课程目标1 | 期中考试 | M11（10） | N11 |  |
| 平时作业 | M21（5） | N21 |
| 期末考试 | M41（15） | N41 |
| 课程目标2 | 平时作业 | M22（5） | N22 |  |
| 期末考试 | M42（15） | N42 |
| 课程目标3 | 实验 | M33（5） | N33 |  |
| 课程目标4 | 期中考试 | M14（5） | N14 |  |
| 平时作业 | M24（5） | N24 |
| 实验 | M34（5） | N34 |
| 期末考试 | M44（20） | N44 |
| 课程目标5 | 实验 | M35（5） | N35 |  |
| 课程目标6 | 实验 | M36（5） | N36 |  |
| 课程总体目标 | | | |  |

**八、教材及参考书目**

【1】深度学习（Deep Learning），（美）Ian Goodfellow等著，赵申剑等译，人民邮电出版社，2017年，第1版。

【2】机器学习与神经网络（ Neural Networks and Learning Machines），（加） Simon Haykin ，申富饶、徐烨等译，机械工业出版社，2011年，第3版
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