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## ABSTRACT

*Cancer is still an epidemiological disease in Indonesia. Drug development against cancer still relies to pharmacological laboratories and natural chemicals, which could have side effects. Cancer drug development has entered the stage of molecular biology, where the interaction of ligand chemical structure with receptor protein can be studied with high accuracy. Various chemical compounds, ranging from synthetic, semi-synthetic, to natural materials, developed for the purpose to fight one of the most dangerous diseases. In the context of the development of herbal-based drugs, there has been found heaps of natural compounds, curated and annotated, in various databases belonging to China, Taiwan, Indonesia, Japan, and several other countries. However, problems arise when choosing the best bioactive compounds to develop against cancer. Complexity arises because the metabolic pathway of cancer is very diverse, depending on the type and phase of cancer. Therefore, in this systematic review, we developed a machine learning approach to screen for these bioactive compounds, then took the best candidates for molecular simulation operations that would be tested for validity in wet experiments. Thus, the automation of the candidate drug development process for cancer could be achieved with great significance. It is known that the most effective and efficient machine learning method was Naïve Bayes, but the best in processing large amounts of compound data was classfier SVM. The future of complex bioactive compounds data could be secured by employing deep learning method.*
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**ABSTRAK**

Penyakit kanker merupakan masalah epidemiologis di tanah air. Pengembangan obat modern sejauh ini masih bergantung pada laboratorium farmakologi dan kimia bahan alam yang dapat memiliki efek samping. Namun, pengembangan obat untuk penyakit kanker sudah memasuki tahap biologi molekuler, dimana interaksi struktur kimia ligan dengan protein reseptor dapat dikaji dengan ketelitian tinggi. Berbagai tipe senyawa kimia, mulai dari sintetik, semi sintetik, hingga bahan alam, dikembangkan untuk keperluan melawan penyakit yang dianggap paling berbahaya tersebut. Dalam konteks pengembangan obat berbasis herbal, telah ditemukan senyawa bahan alam dalam jumlah banyak. Data tersebut dikurasi dan dianotasi oleh basis data milik China, Taiwan, Indonesia, Jepang, maupun beberapa negara lainnya. Hanya saja, permasalahan timbul ketika memilih senyawa bioaktif terbaik untuk dikembangkan untuk melawan penyakit kanker. Kompleksitas timbul karena jalur metabolik penyakit kanker sangat beragam, tergantung pada tipe dan fasenya. Oleh karena itu, dalam telaah sistematis ini, disajikan pendekatan *machine learning* untuk melakukan penapisan terhadap pustaka senyawa bioaktif tersebut, kemudian proses seleksi kandidat yang terbaik untuk operasi simulasi molekuler, dan selanjutnya teruji validitasnya pada *wet experiment*. Sehingga proses automatisasi pengembangan kandidat obat bagi penyakit kanker dapat dicapai dengan sangat signifikan. Diketahui bahwa metode *machine learning* paling efektif dan efisien adalah *Naïve Bayes*. Namun yang terbaik dalam mengolah data senyawa dalam jumlah besar adalah *SVM classifie*r. Kedepannya, metode *deep learning* sangat menjanjikan untuk komputasi data senyawa bioaktif yang kompleks.

Kata kunci: *machine learning*, pengembangan obat, senyawa bahan alam, jalur metabolik, penyakit kanker

# PENDAHULUAN

Kanker merupakan penyakit yang mematikan yang disebabkan oleh proliferasi abnormal sel-sel tubuh. Sel-sel abnormal tersebut dapat merusak fungsi organ dan menyebabkan kematian. Insiden tahunan kanker diseluruh dunia

kurang lebih sekitar 30,000 dimana jenis kanker yang paling mematikan adalah kanker paru-paru dan kanker payudara (Lim, 2002). Dengan meningkatnya prevalansi kanker, pengobatan komplementer dan alternatif sama-sama dibutuhkan sebagai obat kanker (Chrystal *et al.,* 2003). Obat herbal dan tanaman seperti buah-buahan, sayur-sayuran, dan spesies
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tumbuhan lainnya memiliki banyak khasiat pada kesehatan (Lampe, 1999; Surh, 2003). Saat ini operasi, radioterapi dan kemotrapi merupakan pilihan utama untuk pengobatan kanker, sedangkan bahan senyawa alam masih dianggap sebagai tambahan pengobatan (Golbeck *et al.,* 2011). Uniknya, 60 sampai 75% dari obat anti kanker merupakan produk dari senyawa alam. Obat yang berasal dari senyawa alam diklaim lebih manjur untuk pasien kanker dibandingkan dengan obat sintetik. Untuk saat ini, diketahui bahwa 10,000 dari 50,000 spesies tanaman yang mengandung khasiat obat, tersebar di berbagai ekosistem, namun hanya sebagian dari tanaman tersebut telah dianalisa dan diinvestigasi untuk potensi obat terapi.

Di Malaysia, studi tanaman herbal sebagai sumber potensial dari kanker terapi sedang dikembangkan. Di antara tanaman-tanaman yang sedang diinvestigasi untuk agen terapi potensial adalah Keladi tikus (*Typhonium flagelliforme*) untuk pengobatan leukemia (Mohan *et al.,* 2010(a); Mohan *et al.,* 2010(b)), *chalcone* dari Temu Kunci (*Boesenbergia rotunda)* untuk kanker paru-paru (Isa *et al.,* 2012), dan Tapak Liman (*Elephantopus scaber*) untuk kanker payudara (Ho *et al.,* 2011). Beberapa zat aktif lainnya yang diinvestigasi adalah *girinimbine* dari akar dari Salam Koja (*Murraya koenigii*) untuk pengobatan kanker hati (Syam *et al.,* 2011), *dentatin* dari daun Sicerek (*Clausena excavate burm*) untuk kanker prostat (Arbab *et al.,* 2013), minyak biji dari Kenaf (*Hibiscus cannabinus*) dan *phenylbutenoids* dari Bangle (*Zingiber cassumunar roxb*) untuk leukemia (Foo *et al.,* 2011; Anassamy *et al.,* 2013). Indonesia setidaknya memiliki 9,600 dari sekitar 30,000 spesies yang mempunyai aktivitas farmakologis (Depkes RI, 2007). Penelitian sebelumnya telah membuat basis data senyawa herbal yang berasal dari Indonesia, Basis data tersebut menyediakan informasi dari struktur tiga dimensi dari senyawa herbal yang dapat diakses di tautan berikut: [http://herbaldb.farmasi.](http://herbaldb.farmasi/) ui.ac.id. Penelitian sebelumnya juga meneliti senyawa herbal yang terdapat di Vietnam dan mengumpulkan struktur kimia dari senyawa tersebut dari situs *Pubchem* dan *Chemspider database* ([http://pubchem.ncbi.nlm.nih.gov](http://pubchem.ncbi.nlm.nih.gov/) dan [http://www.](http://www/) chemspider. com/) (Ngo dan Li, 2013). Dalam mendesain suatu obat, tanaman-tanaman herbal ini menjadi bahan dasar untuk dipelajari lebih jauh. Penyaringan dari kegiatan farmakologi dari zat aktif tanaman obat memerlukan biaya yang besar, sumber daya manusia yang handal, dan waktu yang lama jika dilakukan tanpa arah yang jelas (Jayaram, 2011). Metode *in silico* atau ilmu bioinformatika dapat membuat simulasi dan perhitungan didalam desain obat. Metode yang digunakan adalah *Computer Assisted Drug Design* (CADD) yang mengkaji interaksi antara kandidat obat dan target secara komputasi (Hawkins dan Skillman, 2006). *Molecular docking* adalah metode umum yang

digunakan. *Molecular docking* digunakan untuk memprediksi kompleks intermolekuler antara molekul obat dan target protein. Data yang dibutuhkan terdiri dari informasi ligan, atau obat yang akan dianalisis, dan reseptor atau protein target. Informasi yang dibutuhkan pada proses ini merupakan struktur tiga dimensi dari ligan dan reseptor (Abraham, 2003). Kemudian, ilmu bioinformatika juga menggunakan pendekatan *machine learning* untuk mempelajari kanker dan virus, sehingga hal ini dapat menjadi modal informasi yang baik untuk pengembangan obat berbasis herbal (Parikesit, 2018; Parikesit *et al.,* 2018).

Telaah sistematis ini akan membahas studi kasus yang memanfaatkan senyawa herbal untuk pengobatan kanker berbasis metode *machine learning*. Salah satu contoh yang akan didalami adalah *Lysine-specific demethylase 1* (LSD1) yang telah diketahui mengalami ekspresi yang lebih tinggi di banyak jenis sel kanker, diantaranya pada kanker payudara (Lim *et al.,* 2010), neuroblastoma (Schulte *et al.,* 2009), dan kanker prostat (Wissman *et al.,* 2007). Dengan demikian, penghambatan terhadap LSD1 oleh molekul lainnya adalah strategi yang efektif untuk menurunkan ekspresi gen yang terlibat pada proses diferensiasi, migrasi, dan invasi dari sel kanker atau untuk menghambat jalur proliferatif di berbagai kanker (Mohammad *et al.,* 2013; Schmitt *et al.,* 2013). *Xanthones* adalah senyawa polifenol alami dengan beragam aktivitas biologi, biokimia, dan farmakologi yang ditemukan di berbagai macam tanaman (Negi *et al.,* 2013).

Salah satu jenis dari *xanthones*, *α- mangostin* adalah konstituen utama yang diisolasi dari buah manggis (*Garcinia mangostana*). Khasiat biologis yang signifikan menjadikannya sebagai kandidat bahan untuk pengembangan obat yang baru, khususnya untuk obat anti-kanker (Ibrahim *et al.,* 2015). Dengan demikian, telaah ini menjadikan *α-mangostin* sebagai inhibitor terhadap LSD1. Kajian bioinformatika, diperkuat dengan kajian laboratorium basah, telah dilakukan dalam mengkaji beberapa senyawa bahan alam dan turunannya sebagai inhibitor LSD1. Diantaranya adalah sintesis turunan *Xanthine* (Ma *et al.,* 2019); kajian simulasi molekular terhadap turunan senyawa *6-aril-5-siano- pirimidin* (Ding *et al.,* 2017); dan simulasi molekuler terhadap relasi ROR α terhadap LSD1 (Kim *et al.,* 2017). Keberhasilan penemuan ligan untuk inhibitor LSD1 dengan metode komputasi, terutama yang berbasis bahan alam dan turunannya, merupakan motivasi utama dalam kajian telaah sistematis ini. Sehingga diharapkan dapat memberikan narasi yang jelas mengenai detail teknis dari metode *machine learning* yang digunakan dalam simulasi tersebut dalam contoh interaksi reseptor-ligan dalam kasus lainnya secara lebih umum.

# Navigasi Koleksi Struktur 3D dari Bahan Alam

Langkah pertama untuk mendesain obat molekuler dari bahan alam adalah pengumpulan informasi terhadap bahan alam yang dapat digunakan sebagai obat. Informasi tersebut dapat ditemukan pada literatur, jurnal, buku dan situs- situs. Seperti yang telah dijelaskan dalam telaah Parikesit *et al.* (2018), langkah ini dimulai dengan mengumpulkan informasi mengenai bahan kimia yang ditemukan di tanaman obat beserta struktur 2D dari berbagai literatur dan situs *Pubchem.* Kemudian, *software* PyMOL digunakan untuk menghasilkan struktur 3-dimensi dan menyimpannya kedalam basis data. Informasinya tersedia di [http://herbaldb.farmasi.ui.ac.id.](http://herbaldb.farmasi.ui.ac.id/) Lebih dari 1412 struktur 3-dimensi dari bahan kimia dari bahan alam di Indonesia yang disimpan di situs [http://herbaldb.farmasi.ui.ac.id](http://herbaldb.farmasi.ui.ac.id/) yang dapat diakses oleh publik dengan persetujuan admin untuk penelitian (Yanuar *et al.,* 2011).

**Analisis *in silico* atau Bioinformatika**

Setelah mengetahui struktur dari bahan alam dan target protein, pengujian atau analisis *in silico* dapat diterapkan untuk melihat seberapa signifikan pengaruh bahan alam tersebut terhadap target protein. Dari penelitian yang dilakukan oleh Han *et al.* (2018), langkah-langkah yang dilakukan untuk mengetahui efek dari *α-mangostin* terhadap LSD1 dalam aktivitas pengobatan kanker adalah analisis penambatan molekul dan pendekatan *machine learning*.

# Penambatan Molekul

Analisis penambatan molekul dilakukan menggunakan *software* MOE 2009. Dalam kasus LSD1, Struktur dari LSD1 (PDB ID: 2V1D) dengan FAD (flavin adenine dinucleotide) bebas, sebuah peptida yang mirip dengan histone H3k4 methyltransferase sebagai substratnya, dan CoREST (Protein REST coprepressor 1) sebagai korepresor dipilih sebagai protein untuk analisis *docking*. Posisi grup dihidroksil dari rangka *xanthone* membentuk ikatan hidrogen dengan rantai samping dari Arg316 dan Thr810. Cincin benzen membentuk interaksi π-π dengan Tyr761, Glu801, Ala331, Val811, dan Arg316. Dua kelompok isopentene diprediksi berikatan dengan interaksi hidropobik dengan Leu659, Trp751, dan Ala814. Dari analisis penambatan molekul diatas, rangka *xanthone* ditemukan secara signifikan berinteraksi dengan LSD1 dan kedua kelompok isopentene dapat berfungsi sebagai kelompok fungsional aktif untuk mempengaruhi bioaktivitas dari LSD1 (Han *et al.,* 2018). Tidak hanya pada LSD1, metode ini juga dapat digunakan untuk mengkaji penambatan molekul ligan-protein lainnya.

**Pendekatan *Machine Learning***

Penggunaan pendekatan *machine learning*

telah digunakan pada berbagai aspek penelitian yang

berhubungan dengan pengembangan obat. *Machine learning* adalah pendekatan prediktif yang mampu memprediksi luaran suatu sistem berbasis pada pola yang sudah ada. Runutan dalam metode *machine learning* dijabarkan sebagai berikut: Kumpulan besar data senyawa dari basis data bahan alam yang tersedia untuk umum diambil (proses *data mining*) untuk mengidentifikasi senyawa terapi potensial untuk kanker. Jutaan senyawa dapat disaring untuk mengkaji aktivitas anti-kanker oleh *custom build classifier SVM*. Target molekuler senyawa anti- kanker yang diprediksi didapatkan dari sumber yang dapat diandalkan, seperti penelitian *bioassay* eksperimental yang terkait dengan senyawa tersebut dan dari database interaksi protein-ligan. Basis data senyawa yang dapat digunakan sebagai terapi dan daftar senyawa anti-kanker bahan alam yang berasal dari studi literatur digunakan untuk membangun model regresi kuadrat parsial terkecil. Model regresi yang dibangun digunakan untuk estimasi bobot spesifik kanker berdasarkan target molekuler. Bobot ini digunakan untuk menghitung skor untuk menyaring senyawa anti-kanker yang diprediksi memiliki potensi dalam mengobati kanker (Bundela *et al.,* 2015). Pada telaah sistematis ini, beberapa penelitian yang sesuai telah ditemukan dalam kurun waktu 10 tahun terakhir. Beberapa dilaporkan dengan penggunaan data visual dan *natural language processing* dengan menerapkan konsep *data mining* untuk melakukan identifikasi tanaman obat maupun kandungan zat aktif yang dimiliki.

**Penggunaan *Machine Learning* Dalam Identifikasi Tanaman Obat**

Proses identifikasi dan klasifikasi spesies yang memiliki khasiat obat merupakan langkah awal dari proses penemuan obat. Proses identifikasi membutuhkan tenaga ahli yang memahami penanda yang dimiliki oleh spesies, baik secara morfologi maupun genetis. Sejauh ini, proses yang paling sukses dalam identifikasi adalah menggunakan pendekatan morfologi, meskipun melalui proses yang cukup panjang (Begue *et al.,* 2017). Pendekatan *machine learning* telah digunakan dalam melakukan proses identifikasi tanaman berikut ini (Tabel 1).

Dalam kurun 10 tahun, pendekatan *machine learning* telah membantu dalam proses identifikasi secara visual dan bahkan telah berhasil diterapkan untuk mendeteksi lesi, mitosis, dan status gen pada kanker payudara (Ramanto dan Parikesit, 2019). Sehingga validitas dan reliabilitasnya tak perlu diragukan lagi. Berdasarkan tabel 1, terdapat metode *machine learning* yang berbeda dan memberikan akurasi yang cukup baik dalam mengidentifikasi spesies yang digunakan dalam proses *training*. *Du et al.* (2009) menggunakan metode kNN untuk mengidentifikasi 2000 foto dari 20 spesies dan mendapatkan 92,3% akurasi. Penelitian lainnya menggunakan metode seperti PNN, ANN, dan SVM

yang memberikan akurasi melebihi 90% (Hossain dan Amin, 2010; Le *et al.,* 2014; Chaki *et al.,* 2015). Salah satu metode yang dikembangkan bahkan dibuat menjadi aplikasi untuk *smartphone* seperti MedLeaf (Prasvita dan Herdiyeni, 2013). Metode *machine learning* dapat diterapkan pada tanaman yang berasal dari manapun, seperti Indonesia (Herdiyeni dan Wahyuni, 2012; Prasvita dan Herdiyeni, 2013), Vietnam (Le *et al.,* 2014), bahkan tanaman ornamental (Arai *et al.,* 2013) selama basis data yang digunakan untuk “melatih” program memiliki informasi yang cukup. Uniknya, kebanyakan dari program yang dibuat, menggunakan data yang sama dengan data yang digunakan untuk “melatih” program *Flavia* yang berisi 33 gambar daun tanaman yang diketahui memiliki khasiat obat (Wu *et al.,* 2007). Dengan menggunakan *dataset* tersebut, peneliti lain mengembangkan model ResNet hingga 26 lapisan sehingga dapat mengidentifikasi tanaman di habitat asli dengan akurasi 91,78% dan data daun pada Flavia hingga 99,65% (Yu *et al.,* 2017). Selain untuk identifikasi tanaman, metode *machine learning* juga digunakan untuk analisis senyawa anti-kanker yang disajikan pada Tabel 2.

Berdasarkan Tabel 2, metode berbasis *machine learning* pada dasarnya terbagi dua, yaitu untuk data senyawa berukuran kecil/sedang (nomor 1-3), dan berukuran besar (nomor 4). Salah satu alasan mengapa *SVM classfier* merupakan metode yang sangat cocok untuk data berukuran sangat besar adalah karena metode tersebut secara ketat membangun model berdasarkan contoh dari data pelatihan. Selanjutnya, data tersebut digunakan untuk memprediksi nilai target dari contoh data uji dan hanya diberikan atribut dalam data uji (Bundela *et al.,* 2015). Sementara itu, metode SPIDER menggunakan *self organizing map* (SOM) yang berbasis algoritma klaster sehingga cenderung membutuhkan daya komputasi besar untuk set data yang kecil (Reker *et al.,* 2014). *Naive Bayes, Random Forest,* j48, SMO adalah algoritma yang paling populer digunakan pada kajian immunoinformatika, karena sudah sangat tervalidasi (Jamal dan Scaria, 2013). Diantara mereka, algoritma *Naive Bayes* adalah yang paling cepat (Kukreja *et al.,* 2012). Hanya saja algoritma tersebut cenderung kurang baik akurasinya pada data yang sangat besar ukurannya.

Tabel 1. Pendekatan *machine learning* pada identifikasi tanaman (dimodifikasi dari Begue *et al.,* 2017).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Referensi** | **Fitur** | **Metode\*** | **Akurasi (%)** | **Spesies** |
| Du *et al*. (2009) | Bentuk | kNN | 92.3 | 20 |
| Backes *et al*. (2009) | Tekstur | LDA | 89,6 | 10 |
| Hossain dan Amin (2010) | Bentuk | PNN | 91,4 | 30 |
| Du *et al*. (2013) | Lekukan, lapisan | kNN | 87,1 | 30 |
| Amin and Khan (2013) | Lekukan | kNN | 71,5 | 100 |
| Herdiyeni and Wahyuni (2012) | Tekstur, warna | PNN | 74,5 | 51 |
| Arai *et al*. (2013) | *Discrete wavelets* | SVM | 95,8 | 8 |
| Hernandez-Serna and Jimenez-  Segura (2014) | Bentuk, tekstur | ANN | 92,9 | 32 |
| Le *et al*. (2014) | *Kernel Descriptor* | SVM | 98,4 | 32 |
| Munisami *et al.* (2015) | Bentuk, warna | kNN | 87,3 | 32 |
| Chaki *et al*. (2015) | Bentuk, tekstur | NFC | 97,6 | 31 |
| Siravenha dan Carvalho (2015) | Bentuk | ANN | 97,5 | 32 |
| Carranza-Rojas dan Mata-  Montero (2016) | Lekukan, tekstur | kNN | 87,2 | 66 |
| Begue *et al.* (2017) | Bentuk | RF | 90,1 | 24 |

**\***kNN: *k-nearest neighbor*; SVM: *support vector machine*; PNN: *Probabilistic neural netwok*; NFC: *Neuro-fuzzy classifier*; ANN: *Artificial neural network*; RF: *Random forest*.

Tabel 2**.** Pendekatan *machine learning* pada penapisan senyawa anti-kanker

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **No.** | **Referensi** | **Tipe Kanker** | **Biomolekul Target** | **Metode** | **Jumlah Senyawa Bahan Alam/ Turunannya yang**  **Ditapiskan** |
| 1 | (Wahi *et al.,*  2015) | Belum  Ditentukan\*\* | USP1/UAF1 | Naive Bayes, Random  Forest, j48, SMO | 13931 |
| 2 | (Nand *et al.,*  2016) | Paru-paru | EGFR | Random Forest, J48,  and Bayes Net | 419 |
| 3 | (Schneider *et*  *al.,* 2016) | Belum  Ditentukan\*\* | EP3 | Spider Protocol | 135 |
| 4 | (Bundela *et al.,* 2015) | Kanker mulut | Bervariasi,  diunduh dari basis data STITCH | SVM Classifier | 84 Million |

\*\*Pengujian senyawa tersebut menggunakan penapisan galur sel kanker (*cell line*)

**Penggunaan *Machine Learning* Meningkatkan Efisiensi Penemuan Obat**

Penggunaan model prediktif dengan menggunakan komputer dapat membantu memprediksi hasil eksperimen yang bahkan belum dilaksanakan. Bila model tersebut telah dibuat, maka perlu adanya eksperimen lain untuk mengetahui akurasi dari model. Pembuatan model tersebut harus secara teliti karena hasil *false-positive* maupun *false- negative* dapat memberikan kerugian yang signifikan. (Murphy *et al.,* 2013). Beberapa pendekatan dilakukan untuk meningkatkan akurasi dari model prediktif. Salah satunya adalah algoritma *active learning* yang mengedepankan otomatisasi dalam proses “pelatihan”. Metode ini dapat memprediksi 60% adanya reaksi dari data senyawa dan protein setelah melakukan eksplorasi sebanyak 3% dari total 3,54 juta kemungkinan, jauh lebih baik dari model *greedy selection with QSAR-like model* dan *Computational Research Engine*. Uniknya, model ini akan semakin baik seiring dengan semakin banyaknya data yang diberikan (Naik *et al.,* 2013).

Model *machine learning* juga dibuat untuk mengidentifikasi adanya ikatan antara senyawa aktif dengan protein. Berbeda dengan sebelumnya, model ini menggunakan *cascaded learning method* yang terdiri atas 2 tahapan. Tahapan pertama menggunakan metode yang menyeleksi *binding activity* dari senyawa berdasarkan strukturnya. Hal ini didasarkan pada metode *structure-activity- relatonship* (SAR) yang dapat digunakan untuk memprediksi ikatan dari suatu senyawa, selama diketahui strukturnya. Tahapan kedua menggunakan data SAR dari tahap pertama untuk melakukan seleksi selektifitas dari senyawa yang diuji. Tahapan kedua ini akan meningkatkan akurasi dengan menggunakan metode *machine learning.* Model ini dibuat dengan metode *Neural network* dengan penambahan *multi-tasking, cascaded,* dan *three way* yang dibandingkan dengan *baseline* model *structure-selectivity-relationship* (SSR)*.* Penambahan *multi-tasking, cascaded*, dan *three way* meningkatkan performa dari model *baseline*, terutama pada skema target protein tunggal. Meskipun begitu, pada skema target lebih dari satu, performanya menurun sehingga diperlukan kajian lebih lanjut (Ning dan Karypis, 2012).

Salah satu tahapan penting dalam kajian pengembangan obat adalah mulai digunakannya metode *deep learning*. Sebagai bagian dari metode *machine learning*, metode ini menggunakan basis *artficial neural network* yang terinspirasi dari simulasi jaringan saraf di otak manusia maupun bagian tubuh lainnya (Schmidhuber, 2015). Aplikasi *deep learning* dalam penapisan senyawa anti-kanker memang belum sebanyak dan sebesar metode *machine learning* lainnya karena kajian ini masih sangat baru, namun sudah mulai ada pengembangan dan penggunaanya. Terdapat beberapa aplikasi *deep learning* di kajian ini. Penggunaan profil obat kanker

sebagai model *deep learning* yang memprediksi efektifitas obat kanker secara genomik merupakan salah satu aplikasi pada ranah *personalized medicine* dengan menggunakan data galur sel manusia dan struktur obat untuk melakukan simulasi molekuler (Chang *et al.,* 2018).

Kemudian, penggunaan *deep learning* untuk mengetahui efek sinergistik dari obat kanker dengan menggunakan data *chemo* dan *genomics informatics* (Preuer *et al.,* 2018). Perbedaan aplikasi *deep learning* dengan metode *machine learning* lainnya seperti *Random Forest* dan SVM adalah penggunaan indikator data yang lebih banyak dan lebih kompleks dalam konteks jaringan (*networking*). *Deep learning* lebih cocok diaplikasikan untuk struktur data yang kompleks dan terkoneksi satu sama lain. Hal ini terbukti dengan efektifitas penggunaannya pada *crowd-sourced* QSAR dan prediksi toksikologi terhadap senyawa bioaktif, yang melibatkan banyak nodus di jaringan internet (Koutsoukas *et al.,* 2017).

# KESIMPULAN DAN SARAN

**Kesimpulan**

Metode *machine learning* ternyata sangat bermanfaat untuk melakukan penjaringan kepustakaan senyawa bahan alam dan turunannya, baik data berukuran kecil/sedang, maupun berukuran besar (*big data*). Diketahui bahwa metode *machine learning* paling efektif dan efisien adalah *Naïve Bayes*. Namun yang terbaik dalam mengolah data senyawa dalam jumlah besar adalah *SVM classfier*. Metode *deep learning* sudah mulai digunakan untuk komputasi data senyawa bioaktif yang kompleks, walaupun aplikasinya masih terbatas.

# Saran

Pengembangan basis data bahan alam dapat diarahkan untuk menjadi repositori data *wet laboratory* bahan alam dengan kapabilitasi prediktif berbasis *machine learning,* terutama *deep learning* sehingga bisa menjadi pusat rujukan anotasi untuk eksperimen berikutnya. Jika data yang ada strukturnya sangat kompleks dan membentuk suatu topologi jaringan, maka disarankan menggunakan metode *deep learning* untuk komputasinya. Untuk memperdalam telaah dalam kajian *deep learning*, dapat dilakukan penerapan metode Prisma untuk kedepannya.
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