1.Algorithms

In mathematics and computer science, an algorithm is a self-contained sequence of actions to be performed. Algorithms can perform calculation, data processing and automated reasoning tasks.

An algorithm is an effective method that can be expressed within a finite amount of space and time and in a well-defined formal language for calculating a function. Starting from an initial state and initial input (perhaps empty) the instructions describe a computation that, when executed, proceeds through a finite number of well-defined successive states, eventually producing "output" and terminating at a final ending state. The transition from one state to the next is not necessarily deterministic; some algorithms, known as randomized algorithms, incorporate random input. [1]

1.1 Sorting algorithms

Sorting is the process of rearranging a sequence of objects so as to put them in some logical order. Sorting plays a major role in commercial data processing and in modern scientific computing. Applications abound in transaction processing, combinatorial optimization, astrophysics, molecular dynamics, linguistics, genomics, weather prediction, and many other fields.

In this chapter, we consider several classical sorting methods and an efficient implementation of a fundamental data type known as the priority queue. We discuss the theoretical basis for comparing sorting algorithms and conclude the chapter with a survey of applications of sorting and priority-queue algorithms. [2]

Popular sorting algorithms:

1. Simple sorts

Two of the simplest sorts are insertion sort and selection sort, both of which are efficient on small data, due to low overhead, but not efficient on large data. Insertion sort is generally faster than selection sort in practice, due to fewer comparisons and good performance on almost-sorted data, and thus is preferred in practice, but selection sort uses fewer writes, and thus is used when write performance is a limiting factor.

* Insertion sort: It is a simple sorting algorithm that is relatively efficient for small lists and mostly sorted lists, and is often used as part of more sophisticated algorithms. It works by taking elements from the list one by one and inserting them in their correct position into a new sorted list. In arrays, the new list and the remaining elements can share the array's space, but insertion is expensive, requiring shifting all following elements over by one. Shell sort (see below) is a variant of insertion sort that is more efficient for larger lists.
* Selection sort: It is an in-place comparison sort. It has O(n2) complexity, making it inefficient on large lists, and generally performs worse than the similar insertion sort. Selection sort is noted for its simplicity, and also has performance advantages over more complicated algorithms in certain situations.

The algorithm finds the minimum value, swaps it with the value in the first position, and repeats these steps for the remainder of the list. It does no more than n swaps, and thus is useful where swapping is very expensive.

1. Efficient sorts

Practical general sorting algorithms are almost always based on an algorithm with average time complexity (and generally worst-case complexity) O(n log n), of which the most common are heap sort, merge sort, and quicksort. Each has advantages and drawbacks, with the most significant being that simple implementation of merge sort uses O(n) additional space, and simple implementation of quicksort has O(n2) worst-case complexity. These problems can be solved or ameliorated at the cost of a more complex algorithm.

While these algorithms are asymptotically efficient on random data, for practical efficiency on real-world data various modifications are used. First, the overhead of these algorithms becomes significant on smaller data, so often a hybrid algorithm is used, commonly switching to insertion sort once the data is small enough. Second, the algorithms often perform poorly on already sorted data or almost sorted data – these are common in real-world data, and can be sorted in O(n) time by appropriate algorithms. Finally, they may also be unstable, and stability is often a desirable property in a sort. Thus more sophisticated algorithms are often employed, such as Timsort (based on merge sort) or introsort (based on quicksort, falling back to heap sort).

* Merge sort: It takes advantage of the ease of merging already sorted lists into a new sorted list. It starts by comparing every two elements (i.e., 1 with 2, then 3 with 4...) and swapping them if the first should come after the second. It then merges each of the resulting lists of two into lists of four, then merges those lists of four, and so on; until at last two lists are merged into the final sorted list. Of the algorithms described here, this is the first that scales well to very large lists, because its worst-case running time is O(n log n). It is also easily applied to lists, not only arrays, as it only requires sequential access, not random access. However, it has additional O(n) space complexity, and involves a large number of copies in simple implementations.

Merge sort has seen a relatively recent surge in popularity for practical implementations, due to its use in the sophisticated algorithm Timsort, which is used for the standard sort routine in the programming languages Python and Java (as of JDK7). Merge sort itself is the standard routine in Perl, among others, and has been used in Java at least since 2000 in JDK1.3.

* Heap sort: It is a much more efficient version of selection sort. It also works by determining the largest (or smallest) element of the list, placing that at the end (or beginning) of the list, then continuing with the rest of the list, but accomplishes this task efficiently by using a data structure called a heap, a special type of binary tree. Once the data list has been made into a heap, the root node is guaranteed to be the largest (or smallest) element. When it is removed and placed at the end of the list, the heap is rearranged so the largest element remaining moves to the root. Using the heap, finding the next largest element takes O(log n) time, instead of O(n) for a linear scan as in simple selection sort. This allows Heapsort to run in O(n log n) time, and this is also the worst case complexity.
* Quick sort: It is a divide and conquer algorithm which relies on a partition operation: to partition an array an element called a pivot is selected. All elements smaller than the pivot are moved before it and all greater elements are moved after it. This can be done efficiently in linear time and in-place. The lesser and greater sublists are then recursively sorted. This yields average time complexity of O(n log n), with low overhead, and thus this is a popular algorithm. Efficient implementations of quicksort (with in-place partitioning) are typically unstable sorts and somewhat complex, but are among the fastest sorting algorithms in practice. Together with its modest O(log n) space usage, quicksort is one of the most popular sorting algorithms and is available in many standard programming libraries.

The important caveat about quicksort is that its worst-case performance is O(n2); while this is rare, in naive implementations (choosing the first or last element as pivot) this occurs for sorted data, which is a common case. The most complex issue in quicksort is thus choosing a good pivot element, as consistently poor choices of pivots can result in drastically slower O(n2) performance, but good choice of pivots yields O(n log n) performance, which is asymptotically optimal. For example, if at each step the median is chosen as the pivot then the algorithm works in O(n log n). Finding the median, such as by the median of medians selection algorithm is however an O(n) operation on unsorted lists and therefore exacts significant overhead with sorting. In practice choosing a random pivot almost certainly yields O(n log n) performance.

1. Bubble sort and variants

Bubble sort, and variants such as the cocktail sort, are simple but highly inefficient sorts. They are thus frequently seen in introductory texts, and are of some theoretical interest due to ease of analysis, but they are rarely used in practice, and primarily of recreational interest. Some variants, such as the Shell sort, have open questions about their behavior.

* Bubble sort: Bubble sort is a simple sorting algorithm. The algorithm starts at the beginning of the data set. It compares the first two elements, and if the first is greater than the second, it swaps them. It continues doing this for each pair of adjacent elements to the end of the data set. It then starts again with the first two elements, repeating until no swaps have occurred on the last pass. This algorithm's average time and worst-case performance is O(n2), so it is rarely used to sort large, unordered data sets. Bubble sort can be used to sort a small number of items (where its asymptotic inefficiency is not a high penalty). Bubble sort can also be used efficiently on a list of any length that is nearly sorted (that is, the elements are not significantly out of place). For example, if any number of elements are out of place by only one position (e.g. 0123546789 and 1032547698), bubble sort's exchange will get them in order on the first pass, the second pass will find all elements in order, so the sort will take only 2n time.
* Shell sort: It was invented by Donald Shell in 1959. It improves upon bubble sort and insertion sort by moving out of order elements more than one position at a time. The concept behind Shell sort is that both of these algorithms perform in O(kn) time, where k is the greatest distance between two out-of-place elements. This means that generally, they perform in O(n2), but for data that is mostly sorted, with only a few elements out of place, they perform faster. So, by first sorting elements far away, and progressively shrinking the gap between the elements to sort, the final sort computes much faster. One implementation can be described as arranging the data sequence in a two-dimensional array and then sorting the columns of the array using insertion sort.

The worst-case time complexity of Shell sort largely depends on the gap sequence used, and can range from O(n2) to Also, unlike efficient sorting algorithms, Shell sort does not require use of the call stack, making it useful in embedded systems where memory is at a premium.

* Comb sort: It is a relatively simple sorting algorithm originally designed by Wlodzimierz Dobosiewicz in 1980. It was later rediscovered and popularized by Stephen Lacey and Richard Box with a Byte Magazine article published in April 1991. Comb sort improves on bubble sort. The basic idea is to eliminate turtles, or small values near the end of the list, since in a bubble sort these slow the sorting down tremendously. (Rabbits, large values around the beginning of the list, do not pose a problem in bubble sort)

1. Distribution sort

Distribution sort refers to any sorting algorithm where data are distributed from their input to multiple intermediate structures which are then gathered and placed on the output. For example, both bucket sort and flash sort are distribution based sorting algorithms. Distribution sorting algorithms can be used on a single processor, or they can be a distributed algorithm, where individual subsets are separately sorted on different processors, then combined. This allows external sorting of data too large to fit into a single computer's memory.

* Counting sort: Counting sort is applicable when each input is known to belong to a particular set, S, of possibilities. The algorithm runs in O(|S| + n) time and O(|S|) memory where n is the length of the input. It works by creating an integer array of size |S| and using the ith bin to count the occurrences of the ith member of S in the input. Each input is then counted by incrementing the value of its corresponding bin. Afterward, the counting array is looped through to arrange all of the inputs in order. This sorting algorithm often cannot be used because S needs to be reasonably small for the algorithm to be efficient, but it is extremely fast and demonstrates great asymptotic behavior as n increases. It also can be modified to provide stable behavior.
* Bucket sort: Bucket sort is a divide and conquer sorting algorithm that generalizes counting sort by partitioning an array into a finite number of buckets. Each bucket is then sorted individually, either using a different sorting algorithm, or by recursively applying the bucket sorting algorithm.

A bucket sort works best when the elements of the data set are evenly distributed across all buckets.

* Radix sort: Radix sort is an algorithm that sorts numbers by processing individual digits. n numbers consisting of k digits each are sorted in O(n · k) time. Radix sort can process digits of each number either starting from the least significant digit (LSD) or starting from the most significant digit (MSD). The LSD algorithm first sorts the list by the least significant digit while preserving their relative order using a stable sort. Then it sorts them by the next digit, and so on from the least significant to the most significant, ending up with a sorted list. While the LSD radix sort requires the use of a stable sort, the MSD radix sort algorithm does not (unless stable sorting is desired). In-place MSD radix sort is not stable. It is common for the counting sort algorithm to be used internally by the radix sort.

A hybrid sorting approach, such as using insertion sort for small bins improves performance of radix sort significantly. [3]

1.1.1 Quick Sort

Quicksort (sometimes called partition-exchange sort) is an efficient sorting algorithm, serving as a systematic method for placing the elements of an array in order. Developed by Tony Hoare in 1959 and published in 1961, it is still a commonly used algorithm for sorting. When implemented well, it can be about two or three times faster than its main competitors, merge sort and heapsort.

Quicksort is a comparison sort, meaning that it can sort items of any type for which a "less-than" relation (formally, a total order) is defined. In efficient implementations it is not a stable sort, meaning that the relative order of equal sort items is not preserved. Quicksort can operate in-place on an array, requiring small additional amounts of memory to perform the sorting.

Mathematical analysis of quicksort shows that, on average, the algorithm takes  comparisons to sort n items. In the worst case, it makes ) comparisons, though this behavior is rare.

1. Implementation issues

Choice of pivot

In the very early versions of quicksort, the leftmost element of the partition would often be chosen as the pivot element. Unfortunately, this causes worst-case behavior on already sorted arrays, which is a rather common use-case. The problem was easily solved by choosing either a random index for the pivot, choosing the middle index of the partition or (especially for longer partitions) choosing the median of the first, middle and last element of the partition for the pivot (as recommended by Sedgewick). This "median-of-three" rule counters the case of sorted (or reverse-sorted) input, and gives a better estimate of the optimal pivot (the true median) than selecting any single element, when no information about the ordering of the input is known.

Specifically, the expected number of comparisons needed to sort n elements with random pivot selection is. Median-of-three pivoting brings this down to , at the expense of a three-percent increase in the expected number of swaps. An even stronger pivoting rule, for larger arrays, is to pick the ninther, a recursive median-of-three (Mo3), defined as

ninther(a) = median(Mo3(first ⅓ of a), Mo3(middle ⅓ of a), Mo3(final ⅓ of a))

Selecting a pivot element is also complicated by the existence of integer overflow. If the boundary indices of the subarray being sorted are sufficiently large, the naïve expression for the middle index, (lo + hi)/2, will cause overflow and provide an invalid pivot index. This can be overcome by using, for example, lo + (hi−lo)/2 to index the middle element, at the cost of more complex arithmetic. Similar issues arise in some other methods of selecting the pivot element.

1. Formal analysis

* Worst-case analysis

The most unbalanced partition occurs when the pivot divides the list into two sublists of sizes 0 and *n* − 1. This may occur if the pivot happens to be the smallest or largest element in the list, or in some implementations (e.g., the Lomuto partition scheme as described above) when all the elements are equal.

If this happens repeatedly in every partition, then each recursive call processes a list of size one less than the previous list. Consequently, we can make *n* − 1 nested calls before we reach a list of size 1. This means that the call tree is a linear chain of *n* − 1 nested calls. The *i*th call does *O*(*n* − *i*) work to do the partition, and {\displaystyle \textstyle \sum \_{i=0}^{n}(n-i)=O(n^{2})}, so in that case Quicksort takes *O*(*n*²) time.

* Best-case analysis

In the most balanced case, each time we perform a partition we divide the list into two nearly equal pieces. This means each recursive call processes a list of half the size. Consequently, we can make only log2 *n* nested calls before we reach a list of size 1. This means that the depth of the [call tree](https://en.wikipedia.org/wiki/Call_stack) is log2 *n*. But no two calls at the same level of the call tree process the same part of the original list; thus, each level of calls needs only *O*(*n*) time all together (each call has some constant overhead, but since there are only *O*(*n*)calls at each level, this is subsumed in the *O*(*n*) factor). The result is that the algorithm uses only *O*(*n* log *n*) time.

* Average-case analysis

To sort an array of n distinct elements, quicksort takes O(n log n) time in expectation, averaged over all n! permutations of n elements with equal probability. We list here three common proofs to this claim providing different insights into quicksort's workings.

* Using percentiles

If each pivot has rank somewhere in the middle 50 percent, that is, between the 25th percentile and the 75th percentile, then it splits the elements with at least 25% and at most 75% on each side. If we could consistently choose such pivots, we would only have to split the list at most  times before reaching lists of size 1, yielding an O(n log n) algorithm.

When the input is a random permutation, the pivot has a random rank, and so it is not guaranteed to be in the middle 50 percent. However, when we start from a random permutation, in each recursive call the pivot has a random rank in its list, and so it is in the middle 50 percent about half the time. That is good enough. Imagine that you flip a coin: heads means that the rank of the pivot is in the middle 50 percent, tail means that it isn't. Imagine that you are flipping a coin over and over until you get k heads. Although this could take a long time, on average only 2k flips are required, and the chance that you won't get k heads after 100k flips is highly improbable (this can be made rigorous using Chernoff bounds). By the same argument, Quicksort's recursion will terminate on average at a call depth of only . But if its average call depth is O(log n), and each level of the call tree processes at most n elements, the total amount of work done on average is the product, O(n log n). Note that the algorithm does not have to verify that the pivot is in the middle half—if we hit it any constant fraction of the times, that is enough for the desired complexity.

* Using recurrences

An alternative approach is to set up a recurrence relation for the T(n) factor, the time needed to sort a list of size n. In the most unbalanced case, a single quicksort call involves O(n) work plus two recursive calls on lists of size 0 and n−1, so the recurrence relation is

T(n) = O(n) + T(0) + T(n-1) = O(n)+T(n-1)

This is the same relation as for insertion sort and selection sort, and it solves to worst case T(n) = O(n²).

In the most balanced case, a single quicksort call involves O(n) work plus two recursive calls on lists of size n/2, so the recurrence relation is

T(n) = O(n) + 2T(n/2)

The master theorem tells us that T(n) = O(n log n).

The outline of a formal proof of the O(n log n) expected time complexity follows. Assume that there are no duplicates as duplicates could be handled with linear time pre- and post-processing, or considered cases easier than the analyzed. When the input is a random permutation, the rank of the pivot is uniform random from 0 to n − 1. Then the resulting parts of the partition have sizes i and n − i − 1, and i is uniform random from 0 to n − 1. So, averaging over all possible splits and noting that the number of comparisons for the partition is n − 1, the average number of comparisons over all permutations of the input sequence can be estimated accurately by solving the recurrence relation:

Solving the recurrence gives C(n) = 2n ln n ≈ 1.39n log₂ n.

This means that, on average, quicksort performs only about 39% worse than in its best case. In this sense it is closer to the best case than the worst case. Also note that a comparison sort cannot use less than log₂(n!) comparisons on average to sort n items (as explained in the article Comparison sort) and in case of large n, Stirling's approximation yields log₂(n!) ≈ n(log₂ n − log₂ e), so quicksort is not much worse than an ideal comparison sort. This fast average runtime is another reason for quicksort's practical dominance over other sorting algorithms.[4]

* Elimination of recurrences

I learned about quicksort in my engineering classes, one of the few algorithm which I managed to understand then. Since it's a divide-and-conquer algorithm, you choose a pivot and divide the array. Unlike merge sort, which is also a divide-and-conquer algorithm and where all important work happens on combine steps, In quicksort, the real work happens in divide step and the combining step does nothing important.

By the way, the working of the algorithm will remain same whether you implement an iterative solution or a recursion solution. In iterative solution, we'll use Stack instead of recursion. Here are the steps to implement iterative quicksort in Java:

* Push the range (0...n) into the Stack
* Partition the given array with a pivot
* Pop the top element.
* Push the partitions ( index range ) into a stack if the range has more than one element
* Do the above 3 steps, till the stack, is empty

You might know that even though writing recursive algorithms are easy they are always slower than their Iterative counterpart. So, when Interviewer will ask you to choose a method in terms of  time complexity where memory is not a concern, which version will you choose?  
  
Well, both recursive and iterative quicksort are O(n log n) average case and O(n^2) in the worst case but the recursive version is shorter and clearer. Iterative is faster and makes you simulate the recursion call stack. [5]

* Space complexity

The space used by quicksort depends on the version used.

The in-place version of quicksort has a space complexity of O(log n), even in the worst case, when it is carefully implemented using the following strategies:

- in-place partitioning is used. This unstable partition requires O(1) space.

- After partitioning, the partition with the fewest elements is (recursively) sorted first, requiring at most O(log n) space. Then the other partition is sorted using tail recursion or iteration, which doesn't add to the call stack. This idea, as discussed above, was described by R. Sedgewick, and keeps the stack depth bounded by O(log n)

1. Relation to other algorithms

Quicksort is a space-optimized version of the binary tree sort. Instead of inserting items sequentially into an explicit tree, quicksort organizes them concurrently into a tree that is implied by the recursive calls. The algorithms make exactly the same comparisons, but in a different order. An often desirable property of a sorting algorithm is stability – that is the order of elements that compare equal is not changed, allowing controlling order of multikey tables (e.g. directory or folder listings) in a natural way. This property is hard to maintain for in situ (or in place) quicksort (that uses only constant additional space for pointers and buffers, and O(log n) additional space for the management of explicit or implicit recursion). For variant quick sorts involving extra memory due to representations using pointers (e.g. lists or trees) or files (effectively lists), it is trivial to maintain stability. The more complex, or disk-bound, data structures tend to increase time cost, in general making increasing use of virtual memory or disk.

The most direct competitor of quicksort is heapsort. Heapsort's running time is O(n log n), but heapsort's average running time is usually considered slower than in-place quicksort. This result is debatable; some publications indicate the opposite. Introsort is a variant of quicksort that switches to heapsort when a bad case is detected to avoid quicksort's worst-case running time.

Quicksort also competes with mergesort, another O(n log n) sorting algorithm. Mergesort is a stable sort, unlike standard in-place quicksort and heapsort, and can be easily adapted to operate on linked lists and very large lists stored on slow-to-access media such as disk storage or network attached storage. Although quicksort can be implemented as a stable sort using linked lists, it will often suffer from poor pivot choices without random access. The main disadvantage of mergesort is that, when operating on arrays, efficient implementations require O(n) auxiliary space, whereas the variant of quicksort with in-place partitioning and tail recursion uses only O(log n) space. (Note that when operating on linked lists, mergesort only requires a small, constant amount of auxiliary storage.)

Bucket sort with two buckets is very similar to quicksort; the pivot in this case is effectively the value in the middle of the value range, which does well on average for uniformly distributed inputs.

* Selection-based pivoting

A selection algorithm chooses the *k*th smallest of a list of numbers; this is an easier problem in general than sorting. One simple but effective selection algorithm works nearly in the same manner as quicksort, and is accordingly known as quick select. The difference is that instead of making recursive calls on both sublists, it only makes a single tail-recursive call on the sublist that contains the desired element. This change lowers the average complexity to linear or *O*(*n*) time, which is optimal for selection, but the sorting algorithm is still *O*(*n*2).

A variant of quick select, the median of medians algorithm, chooses pivots more carefully, ensuring that the pivots are near the middle of the data (between the 30th and 70th percentiles), and thus has guaranteed linear time – *O*(*n*). This same pivot strategy can be used to construct a variant of quicksort (median of medians quicksort) with *O*(*n* log *n*) time. However, the overhead of choosing the pivot is significant, so this is generally not used in practice.

More abstractly, given an *O*(*n*) selection algorithm, one can use it to find the ideal pivot (the median) at every step of quicksort and thus produce a sorting algorithm with *O*(*n* log *n*) running time. Practical implementations this variant are considerably slower on average, but they are of theoretical interest because they show an optimal selection algorithm can yield an optimal sorting algorithm.

* Variants
* Multi-pivot quicksort

Instead of partitioning into two subarrays using a single pivot, multi-pivot quicksort (also multi quicksort) partitions its input into some s number of subarrays using s − 1 pivots. While the dual-pivot case (s = 3) was considered by Sedgewick and others already in the mid-1970s, the resulting algorithms were not faster in practice than the "classical" quicksort. A 1999 assessment of a multi quicksort with a variable number of pivots, tuned to make efficient use of processor caches, found it to increase the instruction count by some 20%, but simulation results suggested that it would be more efficient on very large inputs. A version of dual-pivot quicksort developed by Yaroslavskiy in 2009 turned out to be fast enough to warrant implementation in Java 7, as the standard algorithm to sort arrays of primitives (sorting arrays of objects is done using Timsort). The performance benefit of this algorithm was subsequently found to be mostly related to cache performance, and experimental results indicate that the three-pivot variant may perform even better on modern machines.

* External quicksort

The same as regular quicksort except the pivot is replaced by a buffer. First, read the M/2 first and last elements into the buffer and sort them. Read the next element from the beginning or end to balance writing. If the next element is less than the least of the buffer, write it to available space at the beginning. If greater than the greatest, write it to the end. Otherwise write the greatest or least of the buffer, and put the next element in the buffer. Keep the maximum lower and minimum upper keys written to avoid resorting middle elements that are in order. When done, write the buffer. Recursively sort the smaller partition, and loop to sort the remaining partition. This is a kind of three-way quicksort in which the middle partition (buffer) represents a sorted subarray of elements that are approximately equal to the pivot.

* Three-way radix quick sort

This algorithm is a combination of radix sort and quicksort. Pick an element from the array (the pivot) and consider the first character (key) of the string (multikey). Partition the remaining elements into three sets: those whose corresponding character is less than, equal to, and greater than the pivot's character. Recursively sort the "less than" and "greater than" partitions on the same character. Recursively sort the "equal to" partition by the next character (key). Given we sort using bytes or words of length W bits, the best case is O(KN) and the worst case O() or at least O() as for standard quicksort, given for unique keys , and K is a hidden constant in all standard comparison sort algorithms including quicksort. This is a kind of three-way quicksort in which the middle partition represents a (trivially) sorted subarray of elements that are exactly equal to the pivot.

* Quick radix sort

Also developed by Powers as an o(K) parallel PRAM algorithm. This is again a combination of radix sort and quicksort but the quicksort left/right partition decision is made on successive bits of the key, and is thus O(KN) for N K-bit keys. Note that all comparison sort algorithms effectively assume an ideal K of O(logN) as if k is smaller we can sort in O(N) using a hash table or integer sorting, and if K >> logN but elements are unique within O(logN) bits, the remaining bits will not be looked at by either quicksort or quick radix sort, and otherwise all comparison sorting algorithms will also have the same overhead of looking through O(K) relatively useless bits but quick radix sort will avoid the worst case O() behaviours of standard quicksort and radix quicksort, and will be faster even in the best case of those comparison algorithms under these conditions of uniqueprefix(K) >> logN. See Powers for further discussion of the hidden overheads in comparison, radix and parallel sorting.

* Partial and incremental quicksort

Several variants of quicksort exist that separate the k smallest or largest elements from the rest of the input.

* Generalization

Richard Cole and David C. Kandathil, in 2004, discovered a one-parameter family of sorting algorithms, called partition sorts, which on average (with all input orderings equally likely) perform at most n logn + O(n) comparisons (close to the information theoretic lower bound) and  operations; at worst they perform comparisons (and also operations); these are in-place, requiring only additional O(log n) space. Practical efficiency and smaller variance in performance were demonstrated against optimised quicksorts (of Sedgewick and Bentley-McIlroy).[5]

1.1.2 Insertion sort

Insertion sort is a simple sorting algorithm that builds the final sorted array (or list) one item at a time. It is much less efficient on large lists than more advanced algorithms such as quicksort, heapsort, or merge sort. However, insertion sort provides several advantages:

Simple implementation: Jon Bentley shows a three-line C version, and a five-line optimized version

Efficient for (quite) small data sets, much like other quadratic sorting algorithms

More efficient in practice than most other simple quadratic (i.e., ) algorithms such as selection sort or bubble sort

Adaptive, i.e., efficient for data sets that are already substantially sorted: the time complexity is O(nk) when each element in the input is no more than k places away from its sorted position

Stable; i.e., does not change the relative order of elements with equal keys

In-place; i.e., only requires a constant amount O(1) of additional memory space

Online; i.e., can sort a list as it receives it

When people manually sort cards in a bridge hand, most use a method that is similar to insertion sort.

1. Algorithm for insertion sort

Insertion sort iterates, consuming one input element each repetition, and growing a sorted output list. Each iteration, insertion sort removes one element from the input data, finds the location it belongs within the sorted list, and inserts it there. It repeats until no input elements remain.

Sorting is typically done in-place, by iterating up the array, growing the sorted list behind it. At each array-position, it checks the value there against the largest value in the sorted list (which happens to be next to it, in the previous array-position checked). If larger, it leaves the element in place and moves to the next. If smaller, it finds the correct position within the sorted list, shifts all the larger values up to make a space, and inserts into that correct position.

The resulting array after k iterations has the property where the first k + 1 entries are sorted ("+1" because the first entry is skipped). In each iteration the first remaining entry of the input is removed, and inserted into the result at the correct position, thus extending the result:

![https://upload.wikimedia.org/wikipedia/commons/3/32/Insertionsort-before.png](data:image/png;base64,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)

becomes

![https://upload.wikimedia.org/wikipedia/commons/d/d9/Insertionsort-after.png](data:image/png;base64,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)

with each element greater than x copied to the right as it is compared against x.

The most common variant of insertion sort, which operates on arrays, can be described as follows:

1. Suppose there exists a function called Insert designed to insert a value into a sorted sequence at the beginning of an array. It operates by beginning at the end of the sequence and shifting each element one place to the right until a suitable position is found for the new element. The function has the side effect of overwriting the value stored immediately after the sorted sequence in the array.
2. To perform an insertion sort, begin at the left-most element of the array and invoke Insert to insert each element encountered into its correct position. The ordered sequence into which the element is inserted is stored at the beginning of the array in the set of indices already examined. Each insertion overwrites a single value: the value being inserted.

Pseudocode of the complete algorithm follows, where the arrays are zero-based:

**for** i = 1 **to** length(A)

j ← i

**while** j > 0 and A[j-1] > A[j]

**swap** A[j] and A[j-1]

j ← j - 1

**end while**

**end for**

The outer loop runs over all the elements except the first one, because the single-element prefix A[0:1] is trivially sorted, so the invariant that the first i+1 entries are sorted is true from the start. The inner loop moves element A[i] to its correct place so that after the loop, the first i+2 elements are sorted.

After expanding the "swap" operation in-place as x ← A[j]; A[j] ← A[j-1]; A[j-1] ← x (where x is a temporary variable), a slightly faster version can be produced that moves A[i] to its position in one go and only performs one assignment in the inner loop body:

**for** i = 1 **to** length(A)

x = A[i]

j = i - 1

**while** j >= 0 and A[j] > x

A[j+1] ← A[j]

j ← j – 1

**end while**

A[j+1] = x[[4]](https://en.wikipedia.org/wiki/Insertion_sort#cite_note-4)

**end for**

The new inner loop shifts elements to the right to clear a spot for x = A[i].

Note that although the common practice is to implement in-place, which requires checking the elements in-order, the order of checking (and removing) input elements is actually arbitrary. The choice can be made using almost any pattern, as long as all input elements are eventually checked (and removed from the input).

The algorithm can also be implemented in a recursive way. The idea is that to sort an array of n elements, A[0..n-1], one first orders the subarray A[0..n-2] and then inserts the last element (with index n-1).

**function** insertionSortR(array A, int n)

**if** n>1

insertionSortR(A,n-1)

x = A[n]

j = n-1

**while** j >= 0 **and** A[j] > x

A[j+1] ← A[j]

j ← j-1

**end while**

A[j+1] = x

**end if**

**end function**

1. Best, worst, and average cases

The best case input is an array that is already sorted. In this case insertion sort has a linear running time (i.e., O(n)). During each iteration, the first remaining element of the input is only compared with the right-most element of the sorted subsection of the array.

The simplest worst case input is an array sorted in reverse order. The set of all worst case inputs consists of all arrays where each element is the smallest or second-smallest of the elements before it. In these cases every iteration of the inner loop will scan and shift the entire sorted subsection of the array before inserting the next element. This gives insertion sort a quadratic running time (i.e., ).

The average case is also quadratic, which makes insertion sort impractical for sorting large arrays. However, insertion sort is one of the fastest algorithms for sorting very small arrays, even faster than quicksort; indeed, good quicksort implementations use insertion sort for arrays smaller than a certain threshold, also when arising as subproblems; the exact threshold must be determined experimentally and depends on the machine, but is commonly around ten.

Example: The following table shows the steps for sorting the sequence {3, 7, 4, 9, 5, 2, 6, 1}. In each step, the key under consideration is underlined. The key that was moved (or left in place because it was biggest yet considered) in the previous step is shown in bold.

3 7 4 9 5 2 6 1

**3** 7 4 9 5 2 6 1

3 **7** 4 9 5 2 6 1

3 **4** 7 9 5 2 6 1

3 4 7 **9** 5 2 6 1

3 4 **5** 7 9 2 6 1

**2** 3 4 5 7 9 6 1

2 3 4 5 **6** 7 9 1

**1** 2 3 4 5 6 7 9

[6]
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