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說明文件

個人介紹

姓名：洪偉倫

年齡：21 歲

目前學歷：國立臺灣師範大學 資訊工程學系 111 級

電腦硬體

CPU：Intel i7-9700

RAM：Micron Ballistix Sport DDR4-3200 8G x2

GPU：GIGABYTE GeForce RTX 2070 WINDFORCE 8G

程式軟體

我使用Python的tensorflow.keras模組開發

Python版本：3.8.5

Tensorflow版本：2.4.0

Numpy版本：1.19.2

Cuda：cuda\_11.0.2\_451.48\_win10

cuDNN：cudnn-11.0-windows-x64-v8.0.4.30

程式描述

　　關於訓練資料的部分，我沒有使用其他資料集，也沒有直接從Youtube上把音樂抓下來自行用librosa製作不同參數的訓練資料。

　　我撰寫的程式的模式是輸入x幀資料，運算後輸出x幀估算的和弦。在程式中，雖然單純讀入資料沒問題，但是對於每一幀，我都將前後多幀資料融合進此幀合成一筆，所以資料的大小會劇烈增加，RAM不可能儲存這麼大量的資料。舉例來說，若要訓練一個輸入101幀資料並輸出101幀估計和弦的模型，每筆訓練資料則會融合前後各50幀的資料，導致RAM中儲存的容量暴增101倍。對於這個問題，我使用解決方法是，每次訓練（Epoch）只輸入以Numpy隨機取樣出的部分資料；並且，在模型的每次訓練（Epoch）前，才對資料進行前後融合，然後每次在訓練（Epoch）後就將其拋棄，如此一來就可以解決RAM容量不足的問題。

　　我試了兩個架構：第一個是自製的，純粹4層ReLU + 1層Softmax的分類器；第二個則是[此篇論文](https://arxiv.org/pdf/1907.02698v1.pdf)中的雙向注意力模型。第一個自製的模型在甜蜜點的分數大約是35～45之間；第二個的分數則只在25～35之間，我推測可能是因為訓練資料是用不同參數的librosa所產生的

，所以無法達到論文中宣稱的70分。

　　所以，我最終上傳的答案是用我自製的簡單模型估算出來的。

Github

雖然我從中途開始就沒做很詳盡的更新，但應該可以算是個開發證明吧。

<https://github.com/aisu-programming/Chord-Estimation>