Week 3:

*What I've done this previous week*:

- Created multiple classes including: ActivationFunction which calculates the sigmoid function on an input value, Backprop which contains methods for running and training the network, and Layer which initialises the weights and contains the implementation of the methods in Backprop.

- Created a simple program using the framework Neuroph which I am looking to incorporate within my project.

- Prepared my presentation.

*What I will do this week*:

- Continue developing the network.

- Continue researching similar applications of ANN’s to gain a better understanding of my implementation, including all the classes required.

*What we should discuss*:

- Presentation.

*Previous meeting summary*:

- Discussed what to include in my presentation.

- Discussed the Neuroph framework and advised me to make a simple program using it.