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Введение

Актуальность

Цель и задачи

Структура и объем

Содержание

1. Описание существующих технологий

Тест Graph500[3].

ПСУБД PargreSQL[4].

1. Алгоритмы, реализующие теста Graph500 для параллельной СУБД PargreSQL
   1. Алгоритм BFS
2. Вычислительные эксперименты
   1. Аппаратная платформа экспериментов

Эксперименты проводились на суперкомпьютере «Торнадо ЮУрГУ»[1].

|  |  |
| --- | --- |
| Число вычислительных узлов | 480 |
| Тип процессора | Intel Xeon X5680 (Gulftown, 6 ядер по 3.33 GHz) — 960 шт. |
| Тип coпроцессора | Intel Xeon Phi SE10X (61 ядро по 1.1 GHz) — 384 шт. |
| Оперативная память | 16.9 TB |
| Дисковая память | 150 TB, твердотельные накопители SSD Intel, параллельная система хранения данных Panasas ActiveStor 11 |
| Тип системной сети | InfiniBand QDR (40 Gbit/s) |
| Тип управляющей сети | Gigabit Ethernet |
| Пиковая производительность комплекса | 473.6 TFlops |
| Производительность на тесте LINPACK | 288.2 TFlops |
| Операционная система | Linux CentOS 6.2 |

* 1. План экспериментов

Запустить MPI-реализацию теста Graph500 на суперкомпьютере.

Запустить PargreSQL-реализацию теста Graph500 на суперкомпьютере.

* 1. Результаты

Результаты поражают воображение.

Заключение

Резюме работы.

Список основных результатов.

Направления будущих исследований (?).
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Спецификация Graph500

Учебник/статья ЛБС о ПСУБД

Спецификация тестов TPC

<Торнадо ЮУрГУ>
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