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**Тема:** Разработка планировщика DAG джобов

**Цель работы:** Целью курсового проекта являлось приобретение практических навыков в:

* разработке планировщиков задач на основе направленных ациклических графов (DAG);
* работе с конфигурационными файлами (JSON);
* реализации многопоточности и примитивов синхронизации.

**Вариант:** 33. YAML/Barrier.

**Задачи проекта:**

1. Реализовать проверку DAG на корректность, включая отсутствие циклов и наличие одной связной компоненты.
2. Организовать выполнение задач (джобов) DAG с учётом их зависимостей.
3. Реализовать параллельное выполнение джобов с ограничением максимального количества одновременно выполняемых задач.
4. Реализовать поддержку синхронизации через барьеры с возможностью настройки через конфигурационный файл с типом файла yaml.

**Описание решения:** Программное решение разработано на языке C++ с использованием библиотеки pthread для работы с потоками. Основные компоненты системы:

1. **Проверка корректности DAG:**
   * На этапе загрузки конфигурационного файла происходит построение графа джобов.
   * Реализована проверка графа на наличие циклов с использованием алгоритма обхода в глубину.
   * Проверяется наличие стартовых и завершающих джобов, а также единственность связной компоненты.
2. **Организация выполнения DAG:**
   * Для каждой джобы хранится информация о её зависимостях и барьере (если таковой указан).
   * Выполнение начинается с джобов, без зависимостей (стартовые).
   * Задачи DAG запускаются в отдельном потоке, и их выполнение координируется с использованием мьютексов и условных переменных.
3. **Параллельное выполнение джобов:**
   * Максимальное количество одновременно выполняемых задач задаётся параметром, передаваемым программе.
   * Реализована очередь готовых к выполнению задач, которая координируется через условные переменные.
4. **Поддержка барьеров:**
   * Барьеры настраиваются через конфигурационный файл. Для каждого барьера указывается его имя и количество потоков, которые должны дождаться выполнения перед продолжением.
   * Джобы, связанные с одним барьером, не могут начать выполнение до тех пор, пока все джобы, связанные с этим барьером, не завершат свою работу.

Пример реализации основных функций:

bool IsCyclicUtil(const int node, std::unordered\_map<int, std::vector<int>>& graph,

std::unordered\_map<int, bool>& visited, std::unordered\_map<int, bool>& recStack) {

if (!visited[node]) {

visited[node] = true;

recStack[node] = true;

for (const auto& neighbor : graph[node]) {

if (!visited[neighbor] && IsCyclicUtil(neighbor, graph, visited, recStack) || recStack[neighbor])

return true;

}

}

recStack[node] = false;

return false;

}

bool ValidateDAG(std::unordered\_map<int, std::vector<int>>& graph) {

if (IsCyclic(graph)) {

std::cerr << "Error: DAG contains cycles" << std::endl;

return false;

}

// Additional validation for start/end jobs

return true;

}

void ExecuteJob(const std::string& jobName, pthread\_barrier\_t\* barrier, std::atomic<bool>& errorFlag, const int execTime) {

if (errorFlag) {

pthread\_cond\_broadcast(&queueCV);

return;

}

if (barrier) {

pthread\_barrier\_wait(barrier);

}

std::cout << "Starting job: " << jobName << std::endl;

std::this\_thread::sleep\_for(std::chrono::seconds(execTime));

if (mustBreak == jobName) {

std::cerr << "Job failed: " << jobName << std::endl;

errorFlag = true;

} else {

std::cout << "Job completed: " << jobName << std::endl;

}

}

**Использование программы:**

1. Конфигурационный файл в формате YAML задаёт описание джобов и их зависимостей. Например,:

jobs:

- id: 3

name: "d"

dependencies: []

barrier: "barrier1"

barrier\_count: 2

time: 4

- id: 0

name: "a"

dependencies: []

barrier: "barrier1"

time: 1

- id: 1

name: "b"

dependencies: []

- id: 2

name: "c"

dependencies: [0, 1, 3]

1. Программа принимает на вход имя конфигурационного файла и максимальное число параллельных задач.
2. После проверки DAG запускается выполнение джобов с учётом их зависимостей и ограничений.

**Пример работы:**

make run\_8

Starting job: b

Starting job: a

Job completed: a

Starting job: d

Job completed: b

Job completed: d

Starting job: c

Job completed: c

Execution completed successfully

**Вывод:** В результате работы программы были достигнуты все поставленные цели. Реализован планировщик DAG с поддержкой параллельного выполнения и синхронизации через барьеры. Программа успешно проверяет корректность графа и выполняет задачи с учётом заданных ограничений. Получены навыки работы с многопоточностью, примитивами синхронизации и обработкой графовых структур.